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Piedad Gañan Rojo, PhD, Universidad

Pontificia Bolivariana, Colombia.
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Yasuhiro Matsumoto Kuwabara, PhD,

Centro de Investigación y de Estu-

dios Avanzados del Instituto Politécnico
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Copyright. Ingenius 2018, Universidad Politécnica Salesiana. The total or partial reproduction of this journal is
allowed, citing the source.



Reviewers board

Federico Dominguez, PhD, Escuela Supe-
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Ernesto Vázquez Mart́ınez, PhD, Uni-

versidad Autónoma de Nuevo León, México.
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sidad Politécnica Salesiana, Ecuador.

Freddy Leonardo Bueno Palomeque,

MSc, Universidad Politécnica Salesiana,
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versidad Politécnica Salesiana, Ecuador.

Juan Inga Ortega, MSc, Universidad Po-
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ca Salesiana, Ecuador.

Luis Ortiz Fernandez, MSc, Universidade

Federal de Rio Grande del Norte, Brasil

Pablo Parra, MSc, Universidad Politécni-
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Gustavo Salgado Enŕıquez, Msc, Univer-

sidad Central del Ecuador., Ecuador.

Juan Carlos Santillán Lima, MSc, Uni-

versidad Nacional de Chimborazo

Jonnathan Santos Beńıtez, MSc, Univer-
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Editorial

Dear readers:

The responsibility and ethics involved in edito-
rial work have led the INGENIUS Journal team to
strengthen the aspects that allow readers, authors
and reviewers to interact in a relevant, objective and
agile way. This approach favors an integrated work
model, making it possible to improve the quality of
the contributions and their diffusion.

From March onwards, the entire journal has been
migrated to the OJS 3.0 system (Open Journal Sys-
tems). This was accomplished through an efficient
process, without loss of data and minimizing errors
in the presentation of previous issues. The changes
generated with this version provide the user with a
new, more agile and simplified interface: a fluid, time
effective communication with the editorial team. The
system presents a new software architecture, with
new security features which make it modern and ef-
ficient. The new layout allows the readers to have
an improved reading experience, making it easier to
access and download all documents, and providing
statistics for each publication.

Another key aspect that reaffirms the journal’s
commitment to quality is the integration to RE-
DALYC (Network of Scientific Journals of Latin
America and the Caribbean, Spain and Portugal).
As stated on their website: «The concrete proposal of
redalyc.org materializes in the creation, design and
maintenance of an open access online scientific infor-

mation system, which functions as a meeting point
for all who are interested in reconstructing the scien-
tific knowledge of and about Latin America. The web
portal, which is the most visible part of this effort,
was formally launched to the public during the first
quarter of 2003, as part of an initiative derived from
a group of researchers and editors concerned about
the low visibility of the research results generated in
and about the region».

As part of the efforts to continue moving forward,
the journal has also been indexed in the Emerging
Source Citation Index (ESCI), a database of all jour-
nals being evaluated for inclusion in the Web of Scien-
ce Core Collections: Science Citation Index (SCIE),
Social Science Citation Index (SSCI) and Arts &
Humanities Citation Index (AHCI). The objective of
this index is to contribute to visibility and citation,
and to favor a transparent selection process.

In addition, from this issue onward, the journal
will be completely published in two languages, Spa-
nish and English. This will increase the number of
readers and authors, and will enable greater coverage
in the dissemination of research papers published in
INGENIUS.

The work carried out by all members of the jour-
nal’s team has begun to bear fruit, leading to an
increased number of submissions and to greater geo-
graphical diversification, as can be seen in this issue
which includes participants from Mexico, Brazil, Ar-
gentina, and Ecuador.

John Calle Sigüencia, MSc

EDITOR IN CHIEF
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Abstract Resumen
This paper presents a system prototype for traffic
sign detection (SDST) on-board a moving vehicle.
Therefore, a new approach to the development of an
SDST is presented, using the following innovations:
i) an efficient method of color segmentation for re-
gions of interest (ROIs) generation based on k-NN
with , ii) a new version of the HOG descriptor for
feature extraction and iii) SVM training for stage
multi-classification. The proposed approach has been
specialized and tested on a subset of Regulatory (Stop,
Give-way and Velocity) Ecuadorian signs. Many ex-
periments have been carried out in real driving condi-
tions, under different lighting changes such as normal,
sunny and cloudy. This system has showed a global
performance of 98.7% for segmentation, 99.49% for
classification and an accuracy of 96% for detection.

Este artículo presenta un prototipo de un sistema em-
barcado en un vehículo para la detección de señales
de tránsito (SDST). Por lo tanto, un nuevo enfoque
para la construcción de un SDST se presenta usando
las siguientes innovaciones, i) un método eficiente de
segmentación por color para la generación de regiones
de interés (ROI) basado en los algoritmos k −NN ,
Km−means con , ii) una nueva versión del descriptor
HOG para la extracción de características, y iii) el
entrenamiento del algoritmo SVM no-lineal para mul-
ticlasificación. El enfoque propuesto ha sido probado
sobre un subconjunto de las señales de tránsito ecua-
torianas de regulación (Pare, Ceda el paso y Veloci-
dad). Varios experimentos han sido desarrollados en
condiciones reales de conducción en varias ciudades
ecuatorianas, bajo tres condiciones de iluminación:
normal, soleado y nublado. Este sistema ha mostrado
un desempeño global del 98,7 % para la segmentación,
99,49 % para la clasificación y una precisión global
del 96 % en la detección.

Keywords: Accidents, Ecuador, HOG, k − NN ,
Km − means, SVM, Traffic sign, Stop, Give way,
Velocity.

Palabras clave: Accidentes, Ecuador, HOG, k −
NN , Km −means, señales de tránsito, SVM, Pase,
Ceda el paso, Velocidad.
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1. Introduction

1.1. Notation

The notation used throughout this article is presented
in Table 1.

Table 1. Notation

Name Acronym
K-nearest neigborhood k-NN
Partitioning method in K m means K m -means
Support Vector Machine SVM
Principal Component Analysis PCA
Support Vector Regression SVR
Convolutional Neural Network CNN
Extreme Learning Machine ELM
Multi-Layer Perceptron MLP
Adaptive Boosting Adaboost
Histogram of Oriented Gradient HOG
Pyramidal Histogram of Oriented Gradient PHOG
Aggregate Channel Features ACF
Speeded Up Robust Features SURF
Integral Channel Features ICF
Discrimiative Codeword Selection DSC
Region Of Interest ROI
Color space Red, Green, Blue RGB
Luminance color space, with chrominance YCbCrCb and Cr
Luminance color space, a* between red and L*a*b*green and b* between yellow and blue
Color space Hue, Saturation, Intensity HIS
Color space Hue, Saturation, Value HSV
Receiver Operating Characteristic ROC
Area under a ROC curve AUC
Traffic sign detection systems TSDS

1.2. Motivation

The purpose of traffic signs is to help the orderly and
safe movement of actors, allowing a continuous flow of
both vehicle and pedestrian traffic. Each of these sig-
nals presents instructions, which provide information
about routes, destinations, points of interest, prohi-
bitions, alerts, etc. These signals must be respected
by all road users in order to avoid unexpected and
unfortunate accidents, and above all, have a reliable
and safe circulation [1]. The risk of an adult pedestrian
dying after being hit by a car is less than 20% at a
speed of 50 km/h, and about 60% at 80 km/h, so it
is essential for drivers to take into account the speed
established by traffic signs [2].

Currently, Ecuador has the best road network in
South America [3]. This includes regulatory Stop, Give-
way and Speed traffic signs at the intersections of
roads, roundabouts and access points through sec-
ondary roads. Despite this important road infrastruc-
ture, Ecuador exceeds the death rate in traffic acci-
dents by 3.14% with respect to the average of other
Andean countries. Thus, traffic accidents are a con-
stant problem, due to several critical factors, such as

the imprudence of drivers when driving with exces-
sive speed and not respecting traffic signs [4]. In 2015,
13.75% of all traffic accidents happened at road inter-
sections [5], generating 8.14% of deaths under this type
of mishap. On the other hand, an adult pedestrian has
less than a 20% chance of dying if he is struck by a car
at less than 50 km/h, but almost a 60% risk of dying
if they are hit at 80 km/h [2].

TSDSs are of increasing importance [6, 7] because
they can help in the prevention and reduction of traffic
accidents [8]. However, these systems are still far from
perfect, and must be specialized by country, adapted
to the particularities of the transit signage design of
each nation [9].

Therefore, this research presents a TSDS special-
ized in three types of traffic signs from Ecuador, which
are the Stop, Give-way and Speed signs. Being able to
detect them is important because it allows the driver
to be alerted that they will cross an area with a high
potential for collision with another vehicle. In the case
of the Stop disk, the driver must stop completely; in
the case of Give-way, the driver must become vigilant,
and in the case of Speed the driver must respect the
speed limits of 50 km/h and 100 km/h in urban and
motorway zones, respectively. The speed signal of 50
km/h is the most common daily limit in urban en-
vironments, and 100 km/h is the most common on
motorways.

For the implementation of TSDS, modern tech-
niques of computer vision and artificial intelligence
have been used to cover all cases that arise while
driving during the day, such as: variability of light-
ing, partial occlusion and deterioration of signals. The
document is organized as follows: the second section
corresponds to the previous works regarding the de-
tection of traffic signs. Section three presents a new
system for the detection of traffic signs for the case
of the Ecuadorian traffic signs of Stop, Give-way and
Speed. Then, the next section shows the experimental
results in real driving conditions. Finally, the last part
is dedicated to conclusions and future work.

2. Materials and methods

2.1. Previous works

For the development of systems for automatic detection
of traffic signs, the problem is usually divided into two
parts, segmentation and recognition/classification [10].

a) In the case of segmentation, one of the predom-
inant characteristics in the visible spectrum, is
color, where color spaces and different computer
vision techniques have been used to generate
regions with a high possibility of containing a
traffic sign. Such is the case that most of the tech-
niques based on color seek to be robust against
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the variations of lighting during the day, in dif-
ferent scenarios such as sunny, cloudy, etc. Thus,
Salti et al. [11] have used three color spaces de-
rived from RGB, the first to highlight traffic signs
with predominance of blue and red colors, the
second for signals with intense red and the third
for bright blues. Li et al. [12] have constructed a
space where the objects dominated by the blue-
yellow and green-red colors stand out, on which,
using the K-means clustering algorithm [13] they
construct a color classification method for the
generation of ROI. Nguyen et al. [6] have used
the HSV space with several thresholds to gener-
ate a set of ROI looking for red and blue colors.
Lillo et al. [14] have used the L*a*b* spaces and
HSI to detect signals where the colors red, white
and yellow predominate, using the components
a* and b* to build a classifier for these colors.
Chen and Lu [15] have used multiresolution and
AdaBoost techniques to merge two sources of
information, visual and spatial localization; in
the visual they construct two color spaces based
on RGB called outgoing color maps, in spatial
they have used the gradient with different ori-
entations. Finally, Han et al. [16] have used the
H component of the HSI space, to generate an
interval where the traffic signs stand out, and
to construct a gray image where the ROIs are
located. Villalón et al. [17] have implemented a
filter using the normalized RGB color space, on
which, by calculating statistical parameters, they
have generated the red regions and thus have
obtained the ROI.

b) In the recognition/classification scenario, some
methods have been used for the extraction of
characteristics in conjunction with a learning-
machine algorithm [18–20], in order to classify
and recognize the different types of signals. This
stage is divided into two parts: i) method of
extracting characteristics and, ii) choice of classi-
fication algorithm. In the first case there is a wide
variety of proposals. Thus, Salti et al. [11], Huang
et al. [21], Shi and Li [22] have used the descriptor
HOG [23] with three variants specialized in traffic
signs. Li et al. [12] have used the PHOG descrip-
tor, which is a variation of HOG in a pyramidal
scheme. Lillo et al. [14] have implemented feature
extraction using the discrete Fourier transform.
Han et al. [16] have used the SURF method [24].
Chen and Lu [15] used iterative DSC for the gen-
eration of the feature vector. Mongoose et al. [9]
jointly implemented ICF and ACF to generate
the characteristics. Pérez et al. [10] have used the

PCA technique for the reduction of the dimen-
sion and the choice of dominant characteristics.
Finally, Lau et al. [25] have used a weighting of
neighboring pixels to highlight the characteristics
of the object of interest. In the second question,
the preferred algorithms are: SVM [13,20], used
in the works of Salti et al. [11], Li et al. [12], Lillo
et al. [14] and Shi and Li [26]. SVR used in Chen
and Lu [15], [20] implemented in the investiga-
tions of Han et al. [16] Artificial neural networks,
used by Huang et al. [21] with the ELM case
and Pérez et al. [10] with the MLP implementa-
tion. Adaboost with decision trees used in the
work of Mogelmose et al. [9] Villalón et al. [17]
have developed a statistical template based on
a probability-adjusted model on the normalized
YCbCr and RGB spaces. In recent years, the
techniques based on deep learning are gaining
more importance, so much so that CNN and its
variations are used for automatic classification,
where the vector of characteristics is extracted
without direct human intervention. Such is the
case of the works of Lau et al. [25], Zhu et al. [27]
and Zuo et al. [28]

c) Regarding the traffic sign databases, it can be
mentioned that each country has its own reg-
ulations in terms of signaling, divided into the
categories of information, mandatory, prohibitive
and warning [9,11,14,15,27]. At present, the main
databases present in the bibliography correspond
to countries such as Germany [10,21], Italy [11],
Spain [14], Japan [6], United States [9], Swe-
den [27], Malaysia [25]; an isolated case is that
of Chile [17]. This bibliographic review demon-
strates that there is no important, and even less
reliable, information from developing countries,
as is the case of Ecuador, with respect to the traf-
fic sign data bases; this generates a challenge to
raise this type of information, which must also be
relevant to ensure road safety and maintenance
of road infrastructure.

2.2. Methods for the construction of the traffic
sign detection system

The scheme of the system proposed in this research is
presented in Figure 1, which shows the segmentation
(location) and recognition (classification) stages. In
the segmentation process, a set of ROI is generated,
which will then be sent to the classification stage for
recognition. This proposal only works in the restricted
case of the Stop, Give-way and Speed of 50 km/h and
100 km/h traffic signs. These signs have the color red
in common, and belong to the prohibition type.
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Figure 1. Proposed scheme for the location and recognition of traffic signs at road intersections in Ecuador in the
visible spectrum, for the Stop and Give-way cases; and its subsequent extension to the case of Speed at 50 km/h and
100 km/h.

2.2.1. Segmentation by color and ROI genera-
tion

Figure 1 (left) shows the segmentation scheme de-
scribed below.

Segmentation is done by discriminating the red
color of the background from the rest of the colors.
Experimentally, the RGBN color space has been cho-
sen because it has a more compact distribution in the
channels Bn and Gn, whose values are within the and
intervals, respectively. Figure 2a shows the distribution
of the red color according to normal, sunny and dark
lighting conditions. Figure 2b show the distributions
of the classes, where red represents the interest class
and blue identifies the non-interest class.

1) 1) Representative points in space Bn and
Gn: To generate a small number of represen-
tative points of each class, the grouping algo-
rithm Km-means is used [19]; in this way, Km
centroids for each of the classes are obtained.
The efficient value of Km has been determined
experimentally using the methods of Calinski-
Harabasz [29], Davies-Bouldin [30], Gap [31] and
Silhouettes [32], obtaining the following values,
30 and 40 for the red and not red (other col-
ors) classes, respectively. Figure 2b shows the
centroids of the two classes generated with Km.
To generate this figure, samples have been used
in three lighting conditions: sunny, normal and
dark.
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a

b

c

Figure 2. Color distribution in the normalized RGB space
Bn and Gn, (a) distribution according to lighting conditions,
(b) representation of the interest and non-interest classes,
(c) graph of the centroids generated with Km − means.

2) 2) Classifier design based on k − NN : To
design this classifier it is important to choose an
adequate value of to allow the improvement of

discrimination between the interest classes and
the background. In this sense, the value of the
area under the curve, known as the AUC index,
of the ROC curve [33] has been used. The values
used for this procedure are between 1 and 8. Ta-
ble 2 shows the results to choose the best value
for k.

Table 2. Choice of the K parameter in K- NN

k 1 2 3 4
AUC 0.985 0.931 0.986 0.987
k 5 6 7 8

AUC 0.985 0.983 0.982 0.983

3) Post-processing of bodies: Afterwards, using
the morphological operators of dilation and ero-
sion [26], certain bodies that do not meet specific
size characteristics are eliminated as candidates
for traffic signs. Experimental has set several
thresholds for this procedure.

4) Geometric constraints: Finally, the bodies
that do not fulfill the height/width relation are
eliminated, using thresholds determined experi-
mentally; Table 3 shows the necessary parame-
ters as a function of the reference distance. This
distance is part of the collision risk zone of a
vehicle.

Table 3. Geometric characteristics that a ROI must fulfill
over an image of 640 × 480 size depending on the reference
distance

Characteristic Minimum Maximum
value value

Area 400 pixels 10000 pixels
Width/height ratio 0,6 1,4
Reference distance 20 meters 5 meters

2.2.2. Recognition of traffic signs

In this stage, the ROIs coming from the segmentation
stage are classified to determine if they correspond to
a Stop, Give-way or Speed sign, or to another object
that is not of interest.

Figure 1 (right) shows the recognition scheme,
which consists of the following parts:

1) Preprocessing of candidates: The images cor-
responding to the gray scale ROI are transformed,
then they are normalized to a size of 32×32 pixels
and then the histogram equalization is performed
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to obtain an image with a uniform distribution
of gray levels. This process allows for an increase
in the contrast of the image and a reduction of
abrupt illumination changes.

2) Feature extraction: A new version of the HOG
descriptor [34] is used to find the representative
characteristics of a traffic sign. The innovation
developed on this descriptor focuses on varying
the size of the cells and the orientations, and
finding the best combination adapted to the traf-
fic signs. In this sense, the cells take values of
2 × 2, 4 × 4, 8 × 8 and 16 × 16 pixels. Figure 3
shows this form of division in the four cases. Ori-
entation is obtained by dividing the orientation
range without sign of [−90◦; 90◦] or

[ −π
2 ; π2

]
in

3,6,9,12 and 15 intervals.

a b

c d

Figure 3. Cell size variation on images of 32 × 32 pixels:
(a) 2 × 2, (b)4 × 4, (c) 8 × 8 (d) 16 × 16.

3) Classification training based on SVM:
SVM [18–20] is used with three different cores to
try out the best option: linear, polynomial and
RBF. For training, three data sets are used that
correspond to the Stop, Give-way, and Speed
signs and other elements that do not belong to
the previous cases.

The best option is chosen over this range of param-
eters using the AUC index [33]. In total, 60 cases are
evaluated combining points 2 and 3, from which the
ones that generate the best results are extracted in
the next section.

3. Results and discussion

3.1. Perception and processing system

The total traffic sign detection system is presented in
Figure 4. The perception system consists of a webcam
with USB input at 25 frames per second, a display
screen and a camera support. The processing system
is a computer installed on the experimental vehicle
ViiA. This vehicle incorporates a 12 V-120 AC power
source that continuously supplies electrical power for
the operation of the road system.

Figure 4. System of traffic sign detection in Ecuador, for
the Stop, Give-way and Speed (50 and 100) signs, installed
on the windshield of an experimental vehicle.

Currently, this system is easy to install in any type
of vehicle and does not interfere with driving thanks
to its small size.

3.2. Training, validation and experimentation
database

The training and validation databases have been built
with images of traffic signs from Ecuador, taken in the
cities of Latacunga, Ambato, Salcedo, Quito and San-
golquí, in real driving scenarios, in different lighting
conditions during the day. These conditions correspond
to the cases of normal, sunny and cloudy. More details
are found in Table 4.
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Table 4. Environmental conditions for the acquisition of
images

Ambient Real time on
cities and highways

Climate conditions Normal, sunny and cloudy
Capture time 5.30 a. m. to 7.30 p. m.

Camera capture 25 frames per secondspeed
Image size 640 x 480 pixels

Image background Complex, not fixed
Size of the Varyingtraffic signs

Conditions of Faded, blurred,
traffic signs damaged, occluded

Type of Stop, Give-way and
traffic signs Speed of 50 and 100

Table 5 shows the size of the training and validation
sets obtained by means of the Holdout method [35]
and in Figure 5 several positive and negative examples
are observed.

Table 5. Size of the training sets and validation by Stop,
Give-way and negative signs

Number of samples
Total

Stop Give- Speed Speed Negativesway 50 100
Training 700 700 700 700 2800 5600

Validation 300 300 300 300 1200 2400
Total 1000 1000 1000 1000 4000 8000

(a)

(b)

(c)

(d)

(e)

Figure 5. Examples of the traffic sign database for
Ecuador under different lighting and status conditions,
(a) Stop, (b) Give-way, (c) limit of 50 km/h, (d) limit of
100 km/h and (e) negative examples.

To increase the size of the training set, the images
were randomly rotated to a total of five times the orig-
inal size. In this way, the variability of the database is
increased.

Subsequently, to verify the operation of the system,
a database with videos was built in real driving situa-
tions, in the visible spectrum under different lighting
conditions. This base consists of five specimens under
different lighting conditions, where the signals have
been manually located for evaluation purposes [33].

3.3. Analysis of results

The results can be summarized in the following points:

1) For the case of color segmentation, the classifica-
tion algorithm generates an AUC of 0.986, with
k = 4 and Km = 30 for red class and k = 4 and
Km = 30 for other colors class.

2) For the classification, the best parameters of the
HOG descriptor are cells of 8 × 8 pixels, blocks
of 2 × 2 cells with simple overlap, 9 unsigned
orientations and C = 215, r = 0, γ = 1/m poly-
nomial SVM parameters, where m is the size of
the feature vector. Table 6 presents the results
for the case of 8 × 8 pixels, where the best result
is highlighted in bold.

Table 6. Classification results with HOG characteristics
with cells of 8 × 8 pixels in all orientations.

Orientations Tipe of core
Linear Polynomial RBF

3 0,9603 0,9913 0,9755
6 0,9784 0,9947 0,9834
9 0,9798 0,9949 0,9784

12 0,9762 0,9921 0,9827
15 0,9834 0,9971 0,9819
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To measure the detection power, the curve of the
false negative rate (loss rate) versus the false positive
rate, in a logarithmic scale in the range of 0.01–1m [36],
is presented in Figure 6. This shows that the best per-
formance is on normal days with a loss rate of 13%
and the worst execution is on sunny days with a loss
rate of 28%.

The system has an excellent performance, with
an average accuracy of 96%. The worst accuracy is
achieved in sunny conditions, since the excess of light
prevents a correct segmentation for the generation of
ROIS, see Table 7.

Figure 6. DET curve of the traffic sign detection system,
separated in different lighting conditions and globally.

Table 7. Results of the traffic sign detection system in
different lighting scenarios during the day

TRPa TFNb TRNc TFPd Exe Prf
Día normal 0,87 0,13 0,997 0,003 0,98 0,97
Día soleado 0,72 0,28 0,995 0,005 0,97 0,9
Día nublado 0,79 0,21 0,997 0,003 0,97 0,96
Sistema total 0,81 0,19 0,997 0,003 0,98 0,96
a Real positive rate, b False negative rate
c Real negative rate, d False positive rate
e Accuracy, f Precision

Several examples generated by the system can be
seen in Figures 7, 8, 9 and 10. The samples are in vari-
ous lighting conditions during the day, dawn and early
evening, when traveling through urban areas and high-
way areas around the cities of Quito and Sangolquí.

(a)

(b)

(c)

Figure 7. Results of the traffic sign detection system in
the case of Stop signs, during a sunny day on a highway;
(a) input image, (b) ROI and (c) detections.

(a)

(b)
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(c)

Figure 8. Results of the traffic sign detection system in
the cases Stop and Give-way signs, during a dark day in an
urban area; (a) input image, (b) ROI and (c) detections.

(a)

(b)

(c)

Figure 9. Results of the traffic sign detection system in
the case of Speed of 50 sign, during a dark day (at dawn)
in urban area; (a) input image, (b) ROI and (c) detections.

(a)

(b)

(c)

Figure 10. Results of the traffic sign detection system in
the case of Speed of 100, during a dark day in urban area;
(a) input image, (b) ROI and (c) detections.

3.4. Computation times

Table 8 shows the computation time of the global
system.

Table 8. Total computation times of the traffic sign de-
tection system in Ecuador in the visible spectrum in the
cases of Stop, Give-way signs.

Stage Average time
(ms)

Capture 1,75
Segmentation 28,79Recognition 14,05Display 1.75
Total time 46,34

These results are the average values of the process-
ing of images of pixels, distributed as follows: 9999 in
sunny, 14744 in normal and 12442 in cloudy.
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From these experimental results it can be verified
that the computation times, in the cases of segmen-
tation and recognition, are quite short and therefore
competitive to be part of applications in real-time
systems.

4. Conclusions and future work

In this research work, in the field of driving assistance
systems with emphasis on the detection of traffic signs,
the following original contributions were made:

• The construction of a new database for the recog-
nition of traffic signs in Ecuador, in the cases of
Stop, Give-way and Speed signs. This informa-
tion is available for the free use of the scientific
community.

• The development of a new color segmentation
method for the generation of ROI using the k–NN
classifier together with the Km −means means
clustering algorithm. This implementation effi-
ciently covers the scenarios of normal, sunny and
dark lighting during the day. In addition, dis-
tance is included as a reference parameter for
the ROI preselection. In this way, this proposal
reaches a classification rate of 98.7% in the pixels
of interest and the background.

• The implementation of a new version of the HOG
descriptor consisting of cells of 8×8 pixels, blocks
of 2 × 2 cells with simple overlap and 9 orien-
tations without sign. The classification rate is
99.49 using SVM with a polynomial core.

• The construction of a system to detect traffic
signs in Ecuador, specialized in the Stop and
Give-way cases. The DET curve indicates that
its performance is 96%, so it is competitive re-
garding the proposals present in the state of the
art.

• The construction of a driver assistance system
that works in quasi-real time, that is, at 21.58
frames per second, is a system that is easy to
install in a vehicle for everyday use.

For the future, this methodology will be extended to
all the traffic signs of the prohibition type in Ecuador,
where the rest of the speed limit signs for urban areas
and highways are located. Finally, it is worth indicat-
ing that a method to check and compare the quality
of the classifier will be introduced. For this purpose, a
method based on ELM is being prepared.
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Abstract Resumen
This investigation is focused on the design of a neural
network for the prediction of the friction factor in
turbulent flow regime, being this factor indispensable
for the calculation of primary losses in closed ducts or
pipes. MATLAB®Neural Networks Toolbox is used
to design the artificial neural network (ANN), with
backpropagation. The database includes 724 points
obtained from the Moody diagram. The Reynolds
number and the relative roughness of the pipe are the
input variables of the ANN, the output variable is
the coefficient of friction. The Levenberg-Marquardt
algorithm is used for training the ANN by using dif-
ferent topologies, varying the number of hidden layers
and the number of neurons that are hidden in each
layer. The best result was obtained with a 2-30-30-1
topology, exhibiting a mean squared error (MSE) of
1.75E-8 and a Pearson correlation coefficient R of
0.99999 between the neural network output and the
desired output. Furthermore, a descriptive analysis
of the variable was performed in the SPSS® software,
where the mean relative error obtained was 0.162%,
indicating that the designed model is able to general-
ize with high accuracy.

La presente investigación está orientada al diseño de
una red neuronal para la predicción del factor de
fricción en régimen de flujo turbulento, siendo este
indispensable para el cálculo de pérdidas primarias
en conductos cerrados o tuberías. Se utiliza Neural
Networks Toolbox de MATLAB®para diseñar la red
neuronal artificial (RNA), con retropropagación, cuya
base de datos comprende 724 puntos obtenidos del dia-
grama de Moody. Las variables de entrada de la RNA
son el número de Reynolds y la rugosidad relativa de
la tubería; la variable de salida es el coeficiente de
fricción. Utilizando el algoritmo de entrenamiento de
Levenberg-Marquardt se entrena la RNA con distin-
tas topologías, variando el número de capas ocultas y
el número de neuronas ocultas en cada capa. Con una
estructura 2-30-30-1 de la RNA se obtuvo el mejor re-
sultado, exhibiendo un error cuadrático medio (ECM)
de 1,75E-8 y un coeficiente de correlación de Pearson
R de 0,99999 entre la salida de la red neuronal y la
salida deseada. Además, mediante un análisis descrip-
tivo de variable en el software SPSS®, se obtiene que
el error relativo medio es de 0,162 %, indicando que
el modelo diseñado es capaz de generalizar con alta
precisión.

Keywords: Moody diagram, friction factor, head loss,
artificial neural network, backpropagation, turbulent
flow.

Palabras clave: diagrama de Moody, factor de fric-
ción, pérdida de carga, red neuronal artificial, retro-
propagación, flujo turbulento.
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1. Introduction

The most widely used method to transport fluids from
one place to another is to drive them through a pipe
system, with circular sections being the most common
for this purpose, providing greater structural strength
and a greater cross section for the same outer perimeter
than any another way [1].

The flow of a fluid in a pipeline is accompanied by
a load loss that is accounted for in terms of energy per
weight unit of the fluid that flows through it [2].

The primary losses or load losses in a rectilinear
conduit of constant section are due to the friction of
the fluid against itself and against the walls of the
pipe that contains it. On the other hand, secondary
losses are load losses caused by elements that modify
the direction and speed of the fluid. For both types of
loss, part of the energy of the system is converted into
thermal energy (heat), which is dissipated through the
walls of the pipeline and of devices such as valves and
couplings [2, 3].

The estimation of the losses of load due to the
friction in pipes is an important task in the solution
of many practical problems in the different branches
of the engineering; hydraulic design and the analysis
of water distribution systems are two clear examples.

In the calculation of the pressure losses in pipes,
whether the current regime is laminar or turbulent
plays a discriminating role [3]. The flow regime de-
pends mainly on the ratio of inertial forces to viscous
forces in the fluid, known as Reynolds number (NR) [4].
Thus, if the is less than 2000 the flow will be laminar
and if it is greater than 4000 it will be turbulent [2].
The majority of flows that are found in practice are tur-
bulent [2–4], for this reason the present investigation
is developed with this type of flow regime.

Equation 1 proposed by Darcy-Weisbach is valid for
the calculation of frictional losses in laminar and tur-
bulent regime in circular and non-circular pipes [2–4].

hL = f × L

D
× v2

2g
(1)

Where:

hL : loss of energy due to friction (N.m/N).
f : friction factor.
L : length of the flow stream (m).
D : diameter of the pipe (m).
v : average flow speed (m/s).
g : gravitational acceleration (m/s2).

Equation 2, the implicit relationship known as the
Colebrook equation, is universally used to calculate
the friction factor in turbulent flow [3, 4]. Note that it
has an iterative approach.

1√
f

= −2.0log

(
ε/D

3.7

)
+ 2.51

NR

√
f

(2)

Where:
ε/D: relative roughness. It represents the ratio

of the average roughness height of the pipe
to the diameter of the pipe.

An option for the direct calculation of the turbu-
lent flow friction factor is Equation 3 developed by K.
Swamee and K. Jain [2].

f = 0.25[
log
(

ε/D
3.7 + 5.74

N0.9
R

)]2 (3)

Equations (2) and (3), and others such as that of
Nikuradse, Karman and Prandtl, Rouse, Haaland, are
obtained experimentally and their use can be cumber-
some. Thus, the Moody diagram is one of the most
used means to determine the friction factor in turbulent
flow [2–4]. This shows the friction factor as a function
of the Reynolds number and the relative roughness.
The use of the Moody diagram or the aforementioned
equations is a traditional means of determining the
value of the friction factor when solving problems with
manual calculations. However, this can be inefficient.
For the automation of the calculations it is necessary to
incorporate the equations in a program or spreadsheet
to obtain the solution.

This investigation presents an alternative proposal
for the prediction of the friction factor using artificial
intelligence, specifically an ANN that allows the cal-
culation to be automatic and reliable, thus reducing
time and avoiding errors that may occur when using
the previously mentioned alternatives.

2. Materials and methods

2.1. ANN design

The multilayer network to be developed has forward
connections (feedforward) and employs the backpropa-
gation algorithm which is a generalization of the least
squares algorithm. It works through supervised learn-
ing and, therefore, it needs a set of training instructions
that describe the response that the network should
generate from a given input [5].

2.1.1. ANN database

The initialization parameters of the ANN are obtained
from a set of 724 data tabulated in Microsoft Excel.
These data were acquired using Moody’s diagram, that
is, through the graphical method that contemplates a
sequence of steps based on [2]. The data set considers 43
Reynolds Number values, (4000 ≤ ε/D ≤ 1× 108), 20
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curves of relative roughness, (1× 10−6 ≤ ε/D ≤ 0, 05),
and the respective friction factors.

The Reynolds numbers used, shown in Table 1, cor-
respond to those marked on the scale of the abscissas
of Figure 1, with the purpose of achieving an exact
calculation in the Moody diagram.

The Reynolds number and the relative roughness
are the ANN’s input variables and the friction factor
is the output variable or variable to be predicted. In
order to establish an adequate database, only the fric-
tion factors that are the consequence of an obvious
intersection of any of the 43 Reynolds Numbers in each
of the relative roughness curves are considered.

Table 1. Reynolds numbers used

N.° Value N.° Value N.° Value
NR NR NR

1 4000 16 100000 31 7000000
2 5000 17 200000 32 8000000
3 6000 18 300000 33 9000000
4 7000 19 400000 34 10000000
5 8000 20 500000 35 20000000
6 9000 21 600000 36 30000000
7 10000 22 700000 37 40000000
8 20000 23 800000 38 50000000
9 30000 24 900000 39 60000000
10 40000 25 1000000 40 70000000
11 50000 26 2000000 41 80000000
12 60000 27 3000000 42 90000000
13 70000 28 4000000 43 100000000
14 80000 29 5000000
15 90000 30 6000000

Figure 1. Moody’s diagram for the coefficient of friction in smooth and rough wall ducts [6].

2.2. ANN topology

No concrete rules can be given to determine the num-
ber of hidden layers and the number of hidden neurons
that a network must have to solve a specific problem;
the size of the layers, both input and output, is usu-
ally determined by the nature of the application [7, 8].

Thus, the problems of the present investigation suggest
that the Reynolds number and the relative roughness
are the two inputs applied in the first layer and the
friction factor, which is the output, is considered in
the last layer of the network.

The number of hidden neurons intervenes in the
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learning and generalization efficiency of the network;
in addition, a single hidden layer is usually sufficient
for the convergence of the solution. However, there are
occasions when a problem is easier to solve with more
than one hidden layer [7, 8].

Therefore, the optimal number of hidden layers
and neurons is determined through experimentation.

To be precise, the most appropriate topology of
the ANN is selected by testing different configurations
by varying the number of hidden layers from one to
three and the number of neurons within each hidden
layer from 5 to 40 with increments of 5.

2.2.1. ANN Training

The supervised learning of an ANN implies the ex-
istence of a training controlled by an external agent
so that the inputs produce the desired outputs by
strengthening the connections. One way to carry this
out is the establishment of previously known synaptic
weights [5]. For this reason, the set of input-output
pairs is applied to the ANN, that is, examples of inputs
and their corresponding outputs [5, 8, 9].

The network is trained with the Levenberg-
Marquardt backpropagation algorithm, as it is stable,
reliable and facilitates the training of standardized
data sets [10–12]. The training is an iterative process
and the software, by default, divides the set of 724
data into 3 groups: 70% is comprised by training data,
15% by test data and the remaining 15% by validation
data. In each iteration, when using new data from the
training set, the backpropagation algorithm allows the
output generated from the network to be compared
with the desired output and an error is obtained for
each of the outputs. As the error propagates backward,
from the output layer to the input layer, the synaptic
weights of each neuron are modified for each example,
so that the network converges to a state that allows all
training patterns to be successfully classified [9]. This
is to say that the ANN training is carried out by error
correction. As the network is trained, it learns to iden-
tify different characteristics of the set of inputs, so that
when presented with an arbitrary pattern after train-
ing, it possesses the ability to generalize, understood
as the ease of giving satisfactory outputs to entries not
submitted in the training phase [13].

Due to the nature of the input and output data of
the multilayer network, the activation or transfer func-
tions must be continuous, and may even be different
for each layer, as long as they are differentiable [9–13].
Thus, the tansig activation function is applied in the
hidden layers and the purelin activation function in
the output layer. These functions are commonly used
when working with the backpropagation algorithm.

The ANN learning process stops when the error
rate is acceptably small for each of the learned pat-
terns or when the maximum number of iterations

of the process has been reached [10], [14], [15]. The
performance function used to train the ANN is the
mean square error (MSE), denoted by Equation 4
[10–12]. The relative error, reflected arithmetically by
Equation 5, is involved in the analysis [10–16].

MSE = 1
n

n∑
i=1

(fMoodyi − fRNAi) (4)

Erelativo =
(

fMoodyi
− fRNA

fMoody

)
× 100 (5)

Summarizing the above, Table 2 contains the de-
sign characteristics of the ANN applied to the different
topologies tested.

Table 2. Design features of the ANN

Characteristic Description
Database 724

Type of network Backpropagation

Input variables N.° Reynolds;
relative rug.

Output variable Coefficient of friction
Training Levenberg-Marquardtalgorithm

Activation function tansig(hidden layers)
Activation function purelin(output layer)
Performance function MSE (default)

Iterations 1000 (default)

3. Results and discussion

3.1. ANN architecture selection

According to the proposed methodology, a total of
24 architectures are trained, the results of which are
shown in Table 3. It is observed that the topologies
2-30-30-1 and 2-25-25-25-1 present better results, since
they have an average relative error of 0.1620% and
0.2282%, respectively, and a Pearson correlation co-
efficient of 0.9999 for both cases. However, the first
one is selected because it shows a lower relative er-
ror of the predicted values compared to the desired
ones and demands a lower computational expenditure.
An outline of the structure of the selected ANN is
shown in Figure 2. It shows the two external inputs,
Reynolds number and relative roughness, applied to
the first layer, the 2 hidden layers with 30 neurons
each and in the last layer a neuron whose output is
the friction factor. Entries are limited only to the flow
of information while processing is carried out in the
hidden and output layers [5].
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Table 3. Results of the different architectures tested

N.° of N.° of Acerage Pearson R
hidden neurons in relative correlation
layers each layer error (%) coefficient

1 5 0,7422 0,99985
1 10 0,5995 0,99993
1 15 0,4743 0,99994
1 20 0,4707 0,99995
1 25 0,6497 0,99991
1 30 0,447 0,99996
1 35 0,464 0,99994
1 40 0,4227 0,99995
2 5 0,5362 0,99992
2 10 0,4737 0,99996
2 15 0,3641 0,99996
2 20 0,3587 0,99997
2 25 0,2617 0,99998
2 30 0,162 0,99999
2 35 0,3248 0,99996
2 40 0,4675 0,99984
3 5 0,4722 0,99995
3 10 0,4588 0,99995
3 15 0,2591 0,99998
3 20 0,3169 0,99997
3 25 0,2282 0,99999
3 30 0,2936 0,99997
3 35 0,3581 0,9999
3 40 0,3858 0,99994

Using the IBM SPSS Statistics 22® software, a
descriptive analysis of the relative error variable is
performed for the 724 data of the selected architecture.
The histogram of Figure 3 represents the frequency
distributions. The results show that the average is
0.1620%, the minimum relative error is 0% and the
maximum is 4.2590%.

Figure 2. Structure of the designed ANN.

In addition, the standard deviation is 0.327, indi-
cating that the dispersion of the data with respect
to the mean is small. The distribution of data shows
that there is a considerable predominance of relative
error less than 1% in 97% of the total data analyzed.
Supporting what is reflected in the histogram, Table 4
summarizes the values of the three quartiles obtained
from the statistical analysis. Under Q1 there are rela-
tive errors between the desired output and the network
output of less than 0.0313%. Q2, which is the median

value, points out that half of the relative errors are
below 0.0720%. Q3 states that three quarters of the
data have a relative error of less than 0.1758%. From
Q3, low relative errors are obtained, however, there are
lagged values that are greater than 1%, but these rep-
resent only 3% of the total data analyzed. The above
shows the quality of approximation of the predicted
values of the ANN with respect to those of the Moody
diagram.

Figure 3. Relative error histogram.

Table 4. Measures of non-central position of the relative
error

Statistical parameter Relative error value
First quartile (Q1) 0,03%
Second quartile (Q2) 0,07%
Third quartile (Q3) 0,18%

3.2. Model performance

The performance of training data sets, tests and val-
idation compared to the desired output is shown in
Figure 4. The sample intended for validation is used
to measure the degree of generalization of the network,
stopping training when it no longer improves, this
prevents overfitting [12], understood as a poor perfor-
mance of the model to predict new values. It is noted
that the training process of the ANN with topology
2-30-30-1 is truncated in 91 iterations, because it is
when the lowest MSE value of validation is obtained,
which is 1, 7492× 10−8.

That is, the performance function has been min-
imized to the maximum and will no longer have a
tendency to decrease after 91 iterations. Because the
MSE value is very small, closest to zero, the ANN
model is able to generalize with great precision.
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Figure 4. Performance of the ANN training process.

Figure 5 shows the results of the Pearson R cor-
relation coefficient for the designed ANN structure.
The line indicates the expected values and the black
circles represent the predicted values. The prediction
is efficient, and a good performance of the network is
observed, since a global index of 0.999999 is obtained
indicating a strong and positive linear relationship be-
tween the friction factors of the Moody diagram and
those granted by the ANN.

Figure 5. Correlation between expected and predicted
values

Several tests are performed with combinations of
input pairs that have not been used during training in
order to verify the correct performance of the model.
Thus, Table 5 details the 36 combinations of input data
applied to the ANN and the relative error reached by
each of them.

According to Table 5 and Figure 6, the relative
error is not distributed equally in the range of input
values. In the generated 3D surface graph, the predom-
inance of a relative error lower than 0.5% is observed,
corresponding to 24 of the 36 combinations of input
pairs applied to the ANN. In addition, there are only 2

relative errors above 1%, concerning the 2 most promi-
nent peaks on the surface, with a maximum of 1.325%
for NR = 1,5E5 y ε/D = 0,006. The results derived
from these 32 tests corroborate the correct functioning
of the network and its capacity to generalize by pre-
senting inputs different from those used in the training
phase.

Table 5. Relative error results for data not considered in
training

NR
ε/D

0,01 0,008 0,006 0,004 0,002 0,001
4, 5× 10+3 0,869 0,282 0,252 0,16 0,344 0,382
1, 5× 10+4 0,452 0,72 0,535 0,178 0,757 0,329
1, 5× 10+5 0,325 0,005 1,325 0,27 1,095 0,25
1, 5× 10+6 0,665 0,541 0,818 0,01 0,147 0,131
1, 5× 10+7 0,387 0,32 0,575 0,134 0,237 0,333
9, 5× 10+7 0,487 0,092 0,712 0,267 0,847 0,02

Figure 6. Relative error distribution.

4. Conclusions

The ANN designed in this research represents a reliable
and highly accurate alternative to predict the coeffi-
cient of primary losses in turbulent flow regime, giving
an average relative error of 0.1620% and a Pearson R
correlation coefficient of 0.99999 between the values
of the Moody diagram and the predicted ones.

The training process was stopped at 91 iterations,
reaching an MSE of 1.7492×10−8 that indicates the
generalization capacity of the proposed ANN.

The results obtained show that the set of 724 data
was sufficiently large to allow the ANN, during the
training, to be able to learn the relationship between
the inputs and outputs applied.

The developed model allows to solve flow problems
that involve calculations of the friction factor in an
automatic way, taking advantage of the computational
speed that the neural networks offer, reducing time
and avoiding errors that can be caused when using
traditional alternatives.
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Abstract Resumen
This study proposes and supports the application of
4 criteria for the sustainable management of drink-
ing water inside the dwelling in the city of Cuenca,
Ecuador. The criteria determined are: the control of
water consumption, the control of leaks, the use of
saving devices and water reuse systems. Three levels
of assessment are defined for each criterion: stan-
dard, best practices and superior practices. For the
development of the research, surveys are applied to
the population that allow probing the existence and
predisposition to incorporate drinking water saving
practices in the homes, in addition measurements of
water consumption by uses are made in 10 homes for
a week, together the official information on the wa-
ter consumption of the canton Cuenca facilitated by
the municipal company of the city is processed, and
several standards are analyzed: ISO, INEC and the
Ecuadorian Technical Construction Standard, among
others. Finally, it concludes with the determination of
a percentage of water savings of up to 30%, which can
be obtained the application of sustainable practices.

El presente estudio propone y sustenta la aplicación
de cuatro criterios para la gestión sustentable de
agua potable al interior de la vivienda en la ciudad
de Cuenca, Ecuador. Los criterios determinados son
el control del consumo de agua, el control de fugas,
el uso de dispositivos ahorradores y los sistemas de
reutilización de agua. Se definen tres niveles de valo-
ración para cada criterio: estándar, mejores prácticas
y superiores prácticas. Para el desarrollo de la in-
vestigación se aplican encuestas a la población que
permiten sondear la existencia y la predisposición de
incorporar prácticas de ahorro de agua potable en
las viviendas; además, se realizan mediciones del con-
sumo de agua por usos en diez viviendas durante una
semana; conjuntamente se procesa la información ofi-
cial del consumo de agua del cantón Cuenca facilitado
por la empresa municipal de la ciudad y se analizan
varias normas: ISO, INEC y la Norma Técnica Ecua-
toriana de la Construcción, entre otras. Finalmente,
se concluye con la determinación de un porcentaje
de ahorro de agua de hasta el 30 %, que se puede
obtener con la aplicación de prácticas sustentables.

Keywords: Water consumption, water saving strate-
gies, water recycling, water sustainability.

Palabras clave: Consumo de agua, estrategias de
ahorro de agua, reutilización de agua, sustentabilidad
del agua.
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1. Introducción

Planet Earth is 70% covered by water, of which 98%
is salt water and the current technology to make it
drinkable is still very restricted due to its high costs.
About 2% of fresh water is located in the polar ice
caps or aquifers, so only 0.014% is available in the
lakes and rivers of the Earth’s surface [1].

In the world, drinking water coverage is still a prob-
lem both in cities and in rural areas. By the middle
of this century, 7,000 million people in 60 countries
will suffer water shortages, in the worst case, and at
best it will be 2,000 million people in 48 countries.
Recent estimates suggest that climate change will be
responsible for around 20% of the increase in the global
water shortage [2]. One of the alternatives promoted
in recent years is a focus on the human right to water.
As such, resolution a/res/64/292 of the UN General
Assembly explicitly declares «the right to drinking
water and sanitation as an essential human right for
the full enjoyment of life and all human rights» [3, 4].

Therefore, populations will be favored to the extent
that the use of water is minimized and there is a com-
mitment on the part of the citizens to maintain the
liquid they now have to satisfy their basic needs and
guarantee the supply for future populations. [1]. In this
way, the sustainable consumption of water is defined
as «the use of water that allows sustaining a society
so that it lasts and develops in an indefinite future
without altering the integrity of the hydrological cycle
and the ecosystems that depend on it» [5, 6].

At the international level, there are several methods
of certification for sustainable housing that incorporate
indicators for the saving of drinking water, among the
most recognized methods are: VERDE NE Residential
Offices [7], LEED® Rating System for Homes [8] and
the BREEAM ES VIVIENDA Manual [9].

These methods contemplate several strategies such
as the detection of leaks by means of historical records,
which allows for a comparison between water sup-
plied and water consumed. [10–12]; the installation of
saving devices, which can reduce up to 30% of con-
sumption [1], [13]; the use of rainwater, which can be
stored for certain household uses [14, 15]; the use of
water recycling techniques, which consists of the reuti-
lization of domestic wastewater, allowing, for example,
to reload the toilets with gray water [16,17]; and the
implementation of single jet multiple jet meters, in
order to control consumption, achieving savings of up
to 20% [18,19].

1.1. Drinking water in the city of Cuenca

According to the World Health Organization, optimal
access to water in order to meet all basic consumption
and hygiene needs, in order not to cause negative effects
on health, should be greater than 100 l/inhabitant/-

day [20], while the Ecuadorian Construction Standard
2011 establishes that the provision for a house should
be between 200 and 350 l/inhabitant/day, reflecting
a very wide range, which prevents the existence of
consumption control [21].

This lack of control results in increased levels of con-
sumption over time. Such is the case of Cuenca, which,
to guarantee the water service for the community, has
a catchment of 120 000 m3 [22] for a population of
524 563 inhabitants [23]. Taking into account that the
population projection for the year 2050 will reach 901
499 inhabitants [24], it will be necessary to capture
4610 l/s of water, if current consumption and demand
for drinking water is maintained, which is equivalent
to a 71.85% increase in catchment.

Obtaining this percentage of new demand puts wa-
ter resources at risk considering, in addition, that three
of the four rivers in the city are currently exploited.
In monetary terms the requirement for infrastructure
works for 2050 implies an investment of 6865 million
dollars [24].

This would cause the provision of drinking wa-
ter in the city of Cuenca to increase and compare to
other Latin American locations, such as Buenos Aires-
Argentina where there is a provision of 356 l/inhabi-
tant/day, Sao Paulo-Brazil with 227 l/inhabitant/day,
and Santiago de Chile with 203 l/inhabitant/day [25].

Therefore, a sustainable management of water in
the homes of Cuenca is necessary in order to reduce
these percentages.

With this background, this study raises the possi-
bility of reducing the consumption of drinking water
in homes in this city, without affecting the quality or
lifestyle of its inhabitants, through the application of
sustainable criteria such as incorporating rainwater for
certain domestic uses, using sanitary appliances and
water recycling techniques.

2. Materials and methods

The methodology of the present investigation is
non-experimental and quantitative, and includes two
stages:

2.1. Determination of evaluation criteria to re-
duce the consumption of drinking water

For the determination of criteria, a comparison of four
international assessment methods is carried out, where
the subject of the sustainable management of drink-
ing water within the home is studied, in order to find
convergences between them and establish the criteria
that will be considered. The methods analyzed are
GEA VERDE NE [7], LEED® for Homes Rating Sys-
tem [8], CASBEE FOR NEW CONSTRUCTION [26]
and BREEAM IS HOUSING MANUAL [9].
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To determine if the evaluation criteria are feasi-
ble and applicable in the local reality of Cuenca, the
following selection judgments are established [27]:

1. The evaluation criteria are compatible with the
characteristics of the households and/or the city.

2. The evaluation criterion contributes to over-
coming the existing problems in the households
and/or the city.

3. The application of the evaluation method was
feasible.

4. The levels of demand are in line with local con-
ditions.

5. The type of evaluation implemented is based on
performance.

6. The evaluation criterion contributes to improv-
ing the comfort of the households and/or the
conditions of the city.

2.2. Determination of valuation levels

One of the main challenges of the research is to deter-
mine the minimum values or standards to be met in
each criterion evaluated, which respond to the local
reality. The process used in this stage includes the
following three sections:

2.2.1. Surveys of 280 homes in the city of
Cuenca

A survey is applied that allows the identification of
drinking water saving practices and the predisposition
of the population to incorporate sustainable strategies.
For the survey, a sample of 280 homes distributed in
the urban area of Cuenca is taken.

The specific design of statistical sampling is proba-
bilistic, polymetallic and random. The number of se-
lected sectors was based on the number of households
in each parish and the distribution by socioeconomic
level (A; B; C +; C-; D). The survey of the National
Institute of Statistics and Census (INEC) was used
to determine the socioeconomic stratum. The sample
has a confidence level of 95% and an absolute error of
0.06.

To estimate the size of the sample, the following
formula was used:

np′ = K2 × N × PQ

K2 × PQ + NE2

Where:
np’ = size of sample to be assessed
K = confidence coefficient
N = size of the universe
PQ = proportion variance

E = maximum permissible error

The survey considers the following:

• Do you use any equipment, device or system to
save water?

• For you, what is the importance of a home that
saves energy and water; that less resources are
consumed during the construction process, or
that it causes a minimum impact on the environ-
ment?

• Would you be willing to invest in a home with
the characteristics of the previous question?

2.2.2. Measurement of water consumption in
10 homes

In order to determine the water consumption through
different uses, a specific analysis is carried out in ten
homes. The selection criteria of these houses were the
geographical dispersion and the variety in the typology
of the building. In addition, the limitation of the num-
ber of measuring equipment is considered, but mainly
the predisposition of the owners to collaborate with
the investigation.

For the measurement, water meters, model S120,
of the velocimetric type, which consist of a single jet
inferential meter, magnetic transmission, direct read-
ing and super dry watchmaking, meet the metrological
requirements of classes A and B of the Resolution 246;
2000 of the INMETRO, of the MERCOSUR NM 212
and ISO 4064 standards [28–30].

These meters were installed in the various water
outlets (uses): faucets in toilets, kitchens and laundries,
showers, water heaters and toilets. Daily consumption
is recorded during a whole week to obtain data on the
behavior of a family on working days and non-working
days.

Finally, a survey is applied, which is based on the
one developed by the Ecuadorian Institute of Sanitary
Works [31] and is part of the Ecuadorian construction
code [32]. In addition, it has been applied in similar
investigations [17,33]. The questions are:

• How many times does a member of the family
that lives in the home use the toilet?

• Would you be willing to use rainwater in your
home for sanitary, irrigation and cleaning pur-
poses?

• How much money would you be willing to invest
monthly in equipment that allows saving and
sustainable use of water?
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2.2.3. Drinking water consumption data in
Cuenca

The city’s municipal public company (ETAPA EP) is
asked for monthly drinking water consumption forms
for all the residential connections to which it provides
the service, in order to calculate the arithmetic av-
erage of water consumption per existing residential
installation.

With these results and with the INEC population
and housing census data [34], the arithmetic mean of
drinking water consumption per inhabitant in l/inhab-
itant/day is obtained.

In addition, the monthly water consumption of
the residential connections of the ten case studies was
requested during a year, in order to assess the mea-
surements obtained in the readings and determine
maximum and minimum variations.

Based on the data obtained from the previous
points, standards and strategies for sustainable con-
sumption of water in the homes of the city of Cuenca
are defined, which help determine the percentages of
savings in consumption and costs that can be achieved.

3. Results and discussion

3.1. Determination of evaluation criteria to re-
duce the consumption of drinking water

Table 1 shows the results of the evaluation of the 6
judgments on the 17 evaluation criteria determined
in the international methods. It is observed that not
all the evaluation criteria were compatible with the
local reality, since in some cases less than 4 selection
judgments are met.

Figure 1 shows the four selected criteria: maximum
consumption, control of water consumption and leak-
age, use of saving devices and rainwater reuse systems,
which comply with all selection judgments. These are
grouped by requirements according to consumption,
savings and recycling.

Figure 1. Criterios seleccionados

Table 1. Judgments for the selection of evaluation criteria

Evaluation Selection judgments
criteria 1 2 3 4 5 6

1. Consumption
BREEAM
Water meters x x x x x

LEED
Water consumption x x x xinside the house

GREEN
Water consumption x x x x x xin sanitary devices

2. Saving
BREEAM

Water consumption x x x x x x
Irrigation system x x x x x

CASBEE
Water saved x x x x x x

LEED
Landscaping x x x x x x
Water savings x x x x x xinside the building

Irrigation system x x x x x x
GREEN

Water consumption x x x x x xfor watering gardens
3. Recycling

BREAM
Water recycling x x x x x x
Sustainable water x xtreatment at the site

Collection of rainwater x x x x x xin artificialized soil
LEED

Recycle water x x x x x x
VERDE

Retention of rainwater x x x x x xfor reuse
Recovery and reuse x x xof gray water

CASBEE
Recycling rain water x x x x x x

3.2. Determination of valuation levels

3.2.1. Surveys of 280 homes in the city of
Cuenca

The results show that only 24% of households apply a
drinking water saving strategy (Table 2).

Table 2. Equipment, devices or systems to save water
used at home

Equipment or device Percentage
Water-saving toilets 6%
Saving devices in the taps 2%
Water-saving washing machine 14%
Water-saving dishwashers 0%
Reuse gray water or rainwater 1%
for watering the garden
None 76%
Total 100%
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Additionally, Table 3 shows that 61% of respon-
dents consider that saving water is important or very
important.

Table 3. The importance of a home that saves energy and
water; that consumes less resources or causes a minimum
impact on the environment for the inhabitants in the city
of Cuenca during its construction process

Importance Level Percentage
Not important 13%
Less important 3%
Indifferent 23%
Important 29%
Very important 32%
Total 100%

34% of respondents would be willing to invest in
a house with water and energy saving characteristics
(Table 4).

Table 4. Would you be willing to invest in a home with
the above characteristics?

Provision Percentage
Yes 34%
No 66%

Total 100%

3.2.2. Measurement of water consumption in
10 homes

Results of measurements
The arithmetic mean of the results of the measure-

ments in different uses of the 10 homes is presented in
Table 5. It is observed that 54.45% of drinking water
consumption is due to sanitary uses, laundry and other
uses such as watering gardens, washing yards and cars.

Table 5. Uses of water in homes in the city of Cuenca

Description Arithmetic Percentage
media (l) %

Total per inhabitant (l/inhabitante/day) 179,508 100
Kitchen 33,531 18,68

Personal hygiene shower 37,386 20,83
Personal hygiene toilets 10,856 6,05

Toilets 50,218 27,98
Laundry and other uses such

47,518 26,47as watering gardens
washing yards and cars

Survey results
According to the results of the arithmetic mean

applied to the respondents of the ten homes, it is deter-
mined that they use the toilet 3.3 times a day (Table
6). This value of perception of use of the toilet is below
the actual use, which is 5 times per day on average [35].

As such, this research takes measured data of real use
in the households into account.

Table 6. How many times does a member of the family
who lives in the household use the toilet?

Household Daily toilet use
1 3
2 4
3 4
4 4
5 3
6 2
7 5
8 3
9 4
10 1

Arithmetic average 3,3

None of the homes surveyed has any system to
collect rainwater and 90% would be willing to use rain-
water for sanitation, irrigation and cleaning (Table 7.
The monthly amount that they would be willing to
invest in equipment that allows a sustainable use of
water is shown in Table 8.

Table 7. Would you be willing to use rainwater in your
home for toilets, irrigation and cleaning purposes?

Availability Percentage
Sí 90
No 10

Total 100

Table 8. Monthly amount that they would be willing to
invest in equipment that allows a sustainable use of water

Rank Percentage
From $0,00 to $10,00 50
From $10,00 to $20,00 30
From $20,00 to $50,00 10
From $50,00 to $100,00 0

More than $100,00 10
Total 100%

3.2.3. Drinking water consumption data in
Cuenca

Table 9 shows the water consumption of all household
connections in Cuenca over a year.
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Table 9. Water consumption during 2015 of the households
served by ETAPA EP in the city of Cuenca

Month

Industrial Number of
Total and commercial Residential residential

consumption) consumption consumption facilities
(m3 (m3) (m3)

dic-15 2 613 187,00 357 176,00 2 256 011,00 104 392,00
nov-15 2 473 961,00 343 162,40 2 130 798,60 104 171,00
oct-15 2 551 035,00 368 922,00 2 182 113,00 104 041,00
sep-15 2 558 923,00 357 506,80 2 201 416,20 103 956,00
ago-15 2 453 018,00 342 898,40 2 110 119,60 103 493,00
jul-15 2 512 488,00 311 477,40 2 201 010,60 105 028,00
jun-15 2 466 598,00 310 049,10 2 156 548,90 104 482,00
may-15 2 556 930,00 308 137,60 2 248 792,40 104 076,00
abr-15 2 774 639,00 274 218,85 2 500 420,15 103 645,00
mar-15 2 657 568,00 257 141,45 2 400 426,55 103 415,00
feb-15 2 752 265,00 260 831,70 2 491 433,30 98 420,00
ene-15 2 760 075,00 261 616,50 2 498 458,50 103 038,00
Total 31 130 687,00 3 753 138,20 27 377 548,80 1 242 157,00

Arithmetic 2 594 223,92 312 761,52 2 281 462,4 103 513,08average

The data shows that the city has an arithmetic
mean of 103 513 residential installations. On the other
hand, total water consumption is 31 130 687.00 m3,
where residential water consumption represents 27 377
548.80 m3. If the arithmetic mean of the existing fa-
cilities is multiplied by 3.73, which corresponds to the
average number of inhabitants per household accord-
ing to the data established by INEC [34], a total of
386 103 people is obtained. Then, if the total residen-
tial consumption is divided for the number of people
served and transformed into days, an average water
consumption of 194.27 l/inhabitant/day is obtained.

In addition, Table 10 shows the variations in wa-
ter consumption during one year in the ten house-
holds. The table shows an arithmetic mean variation
of 15.12%, which allows to deduce that, if the variation
is greater than this, there may be leaks.

Table 10. Variations of drinking water consumption in
housing case studies provided by ETAPA EP

Household

Consumption

Variance

Variation
arithmetic Standard coefficient

mean deviation in %
(m3)

1 30,44 23,24 4,82 15,83
2 21,53 62,48 7,9 36,69
3 75,29 96,56 9,83 13,06

4 y 5* 30 10,12 3,18 10,6
6 17,8 1,76 1,33 7,47
7 30,71 21,14 4,6 14,98
8 39,41 23,66 4,86 12,33
9 9,65 2,11 1,45 15,03
10 12,94 1,68 1,3 10,05

Arithmetic average 15,12%
* Houses 4 and 5 share a general meter.

3.2.4. Definition of assessment levels for each
evaluation criterion

With the results obtained, three levels of assessment,
one basic, one intermediate and one superior, are deter-
mined for each of the four evaluation criteria defined

in the comparative analysis of international methods,
based on Quesada’s research (2014) [27].

• Maximum consumption criterion
Basic level

The arithmetic mean of drinking water consump-
tion per inhabitant obtained from the measurement of
10 houses is 179.51 l/inhabitant/day (Table 5) and the
consumption in the city according to the data of the
municipal company during a year is 194.27 l/inhabi-
tant/day. Both numbers are inferior to the Ecuadorian
Construction Standard NEC-11 [21], which establishes
that household consumption can range between 200 to
350 l/inhabitant/day.

Therefore, given that the values obtained in the
case studies and actual consumption are close to 200
l/inhabitant/day, this value is established as a stan-
dard for the basic level.
Intermediate level

The surveys carried out in the 280 households show
that only 6% use saving toilets (Table 2); the data
obtained from the ten households (Table 5) shows that
the use of potable water in toilets represents 27.98%
of the total consumption.

Therefore, the use of saver toilets with a discharge
of 4.8 liters is established as the intermediate level, and
considering that a person uses the toilet 5 times a day,
it would reflect a consumption of 24 l/inhabitant/day
in toilets.

Thus, if the 27.98% consumption by toilets is taken
from the total value of 200 l/inhabitant/day, the result
is a consumption of 55.96 l compared to the 24 l with
the use of a saver toilet, which translates to savings of
31.96 l/inhabitant/day.

The reuse of rainwater adds 40 l in savings (the
justification for this data is detailed in the criterion
of water reuse), finally obtaining feasible savings of
71.96 l/inhabitant/day. For this reason, a consumption
between 160 and 120 l/inhabitant/day is established
for the intermediate level.
Superior level

To reach the superior level, it is necessary to demon-
strate drinking water consumption of less than 120
l/inhabitant/day per household.

• Control of water consumption and leakage
Basic level

It is necessary to establish a leakage control plan,
which consists of recording the water consumed, us-
ing a meter at the entrance of the household, which
enables the generation of a consumption history.

The meter must have the following characteristics:
be of multiple jet and comply with the metrological re-
quirements of classes A and B of Resolution 246; 2000
of INMETRO, of MERCOSUR standards NM 212 and
ISO 4064. NTE INEN-OIML R 49-1:2009 [29], [36].
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Table 10 shows that the arithmetic mean of con-
sumption variation is 15.12%, so it can be said that a
variation of more than 15% with respect to the arith-
metic average of monthly consumption is an indicator
of possible water leaks in the household.

In addition, adequate maintenance must be given
to the water facilities, through a plan that indicates the
exact place where the pipes are installed. The INEN
1373 standards required for PVC pipe, INEN 2955 and
2956 for thermofusion pipe and other standards for
water pipes and fittings must be complied with. Each
toilet device must have an angular key or a stopcock,
in order to facilitate the maintenance and replacement
of the equipment [37].

Therefore, the basic level establishes the use of
pipes and sanitary equipment that comply with the
aforementioned standards, installed in accordance with
technical specifications of each equipment and acces-
sory; in addition, each piece of equipment must have an
angular key or a stopcock to facilitate its replacement
and maintenance.

The existence of a management plan is also evalu-
ated, which includes:

- a consumption meter that meets the aforemen-
tioned characteristics, and

- a monthly record to detect possible leaks.

• Criteria on the use of saving devices

Basic level

The basic level is defined in accordance with the
stipulations of the local standard NTE INEN 1571:
2011 second revision 2011-07, section 3.1.6.7, for toi-
lets.

The average maximum water consumption per dis-
charge at a pressure of 0.3 MPA should be:

- 6.2 liters per flush for low consumption toilets

- 3.8 liters per flush for low consumption urinals

For saving devices such as faucets and showers with
aerators, there is no local standard that establishes
an average consumption, so the following evaluation
methods are considered:

- Faucets with a maximum flow rate of less than
or equal to 5/6 liters at a hydraulic pressure of
0.3 MPa.

- Showers with a maximum flow of less than or
equal to 6/9 liters at a hydraulic pressure of 0.3
MPa.

The pressure implemented in the city by ETAPA
is continuous service of around 0.5 and 0.7 MPa at
the exit of the control meter. From the meter to the

supply points, due to the loss of pressure along the
path, it can reach the 0.3 MPa that is established for
the saving devices.

In the same way, for lack of local regulations on
the consumption of water for household appliances,
evaluation methods are considered, and a consumption
not greater than 40/45 liters per use and for the dish-
washer not more than 7/10 liters per use is established
for washing machines.

Intermediate level
To reach the intermediate level, in addition to ful-

filling the conditions of the basic level, the consump-
tion of water in toilets and urinals must be reduced.
The values that are required are taken from the local
standard NTE INEN 1571: 2011:

- 4.8 liters per flush for high efficiency toilets

- 1.9 liters per flush for high efficiency urinals

In the case of double-flush toilets, the maximum
water consumption should be 4.8 liters per flush on
average.
Superior level

For the upper level, it is necessary to comply with
the requirements of the intermediate level and demon-
strate an improvement in water saving, that is, use
devices that have a lower consumption than the ones
previously discussed.

• Criteria for rainwater reuse systems

Basic level
It is considered that 61% of the people from the

280 households believe in the importance of saving
drinking water. In addition, in the ten cases studied,
90% of the owners would be willing to use rainwater in
house cleaning, for washing vehicles, and other uses.

Therefore, the basic level contemplates the exis-
tence of a rainwater collection system in the household,
where the collected water can be used for irrigation,
cleaning the house, washing vehicles, and in toilets.
Intermediate level

To determine a maximum consumption range
within the intermediate level, the calculation of rain-
water supply that could be achieved with the cover
of a minimum lot is considered. The formula that is
applied is the following:

Supply = 0,8 x effective catchment area x amount
of rain [38]

The arithmetic average of constructible area in min-
imum lots attached to the canton of Cuenca is 71.17
m2 (Table 11) according to data taken from the orde-
nance plan [39]. Therefore, a land area land of 120 m2

is established as a minimum lot, where a continuous
building can be located with a frontal and posterior
setback of 3 m, since it is the type of implementation
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with minimum setbacks in the city. Considering this
lot, a roof with a length of eaves of 0.6 m is proposed,
respecting the setbacks, with which a total cover area
of 85.4 m2 would be available.
Table 11. Characteristics of minimum lots in sectors of
continuous typology, taken from the Ordenance Plan of
the Cuenca canton

Minimum Minimum Front Back Buildable
front area setback setback area

(m2) (m) (m) (m2)
6 75 0 3 57
7 90 3 3 48
7 100 3 3 58
7 120 3 3 78
9 150 5 3 78
9 180 5 3 108

Arithmetic average 71,17

Regarding the amount of rainwater, Table 12 shows
the month by month arithmetic mean of rainfall in
Cuenca. These data correspond to the records from
the Directorate of Aviation from the last 30 years [40].
The arithmetic mean of rainfall per year is 869.9 mm,
which means that an amount of 869.9 liters of rain-
water per year can be captured per square meter of
surface area.
Table 12. Arithmetic average of the monthly results of
rainfall in mm/m2 in the city of Cuenca from 1977 to 2015.
Taken from the General Directorate of Civil Aviation.

Month Arithmetic average
January 62,4 mm
February 85,9 mm
March 113,7 mm
April 120 mm
May 85,5 mm
June 44,9 mm
July 29,8 mm

August 22,3 mm
September 48,5 mm
October 92,5 mm
November 84,2 mm
December 80,5 mm

Total 869,9 mm
Arithmetic average 72,49 mm

Applying the formula, a supply of 4.26 m3 is ob-
tained for the month of January:

Supply = 0, 8 × 85, 4m2 × 62, 4mm

= 4, 26m2

Table 13 shows the amounts of rainwater that could
be collected monthly in the partial supply column. The
following column shows the accumulated amount per
month, and in the last column, the difference in the
collection with respect to the previous month is de-
termined. As seen, it is possible to capture a total of
59.45 m3 of rain water per year. If this data is divided
for 3.73 inhabitants per household, and it is converted
to l/inhabitant/day, it is determined that 43.66 l/in-
habitant/day of rainwater can be used. Therefore, a
daily rainwater supply of 40 l/inhabitant/day can be
established. This number corresponds to 20% of the
total water demand of 200 l/inhabitant/day, and rep-
resents 4.5 m3 of water that could be used in toilets,
for laundry and for house cleaning.

If the same example of minimum cover is incor-
porated as a collection area in the laundry yard and
garage zones, an area of 21 m2 of catchment would
be increased, so that a total of 55 l/inhabitant/day of
rainwater could be incorporated.

Therefore, the intermediate level is defined as the
use of between 40 l/inhabitant/day and 55 l/inhabitan-
t/day of rainwater for laundry, irrigation of gardens,
household cleaning and toilets.

Superior level

At the superior level, the household should have
a rainwater catchment system, which can incorporate
an amount greater than 55 l/inhabitant/day for use
in laundry, garden irrigation, household cleaning and
toilets.
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Table 13. Calculation of the catchment volume

Arithmetic Supply Demand Difference
Month mean (m3) (m3) (m3)

(mm) Partial Acumulated Partial Acumulated
January 62,4 4,26 4,26 4,5 4,5 -0,24
February 85,9 5,87 10,13 4,5 9 1,13
March 113,7 7,77 17,9 4,5 13,5 4,4
April 120 8,2 26,1 4,5 18 8,1
May 85,5 5,84 31,94 4,5 22,5 9,44
June 44,9 3,07 35,01 4,5 27 8,01
July 29,8 2,04 37,05 4,5 31,5 5,55

August 22,3 1,52 38,57 4,5 36 2,57
September 48,5 3,31 41,88 4,5 40,5 1,38
October 92,5 6,32 48,2 4,5 45 3,2
November 84,2 5,75 53,95 4,5 49,5 4,45
December 80,5 5,5 59,45 4,5 54 5,45

4. Conclusions

This research demonstrates the possibility of reducing
the consumption of drinking water up to 30% in homes
in the city of Cuenca, without affecting the quality
of life of its inhabitants, through the application of
sustainable strategies.

Projecting the percentage of savings in consump-
tion (30%) to the entire city of Cuenca, the current
consumption of 27 377 549 m3 (Table ??) would be re-
duced to 19,164,284 m3, a situation that would ensure
that the existing infrastructure provides potable water
service for more years than expected, avoiding short-
term costs due to new infrastructures and consequent
damage to the ecosystem.

Making an economic valuation, a consumption of
200 l/inhabitant/day (basic level) for a house of four
inhabitants, equals an average of 24 m3 at a rate of
$0.60 per m3 plus $3.00 charge, resulting in a cost of
$17.40. However, if the requirements of intermediate
level of the analyzed criteria are met, consumption
would be reduced in the worst case to 140 l/inhabi-
tant/day, with which a family of four members would
consume an average of 16.8 m3, generating a cost of
$9.72, which represents savings of $7.68 per month,
equivalent to 44%.

Finally, the present study could be taken as a ref-
erence to establish a reduction of water consumption
standards in the local norm, since it was observed that
in Cuenca consumption is 194.27 l/inhabitant/day, a
value relatively below that established by the national
norm. If the savings resulting from the use of efficient
toilets is added, taking into account that the use of this
type of toilets is more and more common, this would
result in an approximate consumption of 162 l/inhab-
itant/day, a value which is 20% below the national
standard.
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Abstract Resumen
In Santa Fe de la Vera Cruz city, Argentina, a build-
ing that includes elements of sustainable architecture,
energy efficiency and comfort based on the use of
natural resources is being built. Specifically, a double
facade design on the front walls is meant to achieve
an air chamber that prevents heat transfer from the
outside to the inside in summer and vice versa in win-
ter. In this work, a numerical study is presented for
the evaluation of the thermal performance of a cavity
(air chamber) interposed in a double facade of the
building for different climatic conditions, considering
two air chambers alternatives: connected and non
connected to the outside. Both cases are energetically
compared with the standard facade design without
chamber. The results show that for summer condi-
tions, a chamber connected to the outside would be
the most efficient design, while for winter, the closed
cavity is the best saving-energy alternative.

En la ciudad de Santa Fe de la Vera Cruz, Argentina,
se está construyendo un edificio de altura que incluye
elementos de arquitectura sustentable, eficiencia ener-
gética y confort logrado con la utilización de recur-
sos naturales. Particularmente, un diseño de doble
fachada en los frentes que dan al exterior para lo-
grar una cámara de aire que impida la transferencia
térmica desde el exterior al interior en verano y al
revés en invierno. Este trabajo presenta un estudio
numérico de la evaluación del desempeño térmico de
la cavidad interpuesta en la doble fachada del edificio,
para distintas condiciones climáticas, considerando
dos alternativas de diseño: cámara de aire cerrada
y cámara de aire conectada con el exterior. Ambos
casos se comparan con la situación de inexistencia
de la cámara, cuya transferencia de energía térmica
se constituye en el caso patrón. Los resultados mues-
tran que para las condiciones de verano, la cavidad
con conexión al exterior sería la más recomendable,
mientras que para el invierno, la cavidad cerrada es
más apta para el ahorro de energía.

Keywords: computer simulation, energy saving, en-
vironment conditioning, sustainable architecture.

Palabras clave: acondicionamiento de ambientes,
arquitectura sustentable, ahorro de energía, simula-
ción computacional.
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1. Introduction

The Jerárquicos Salud mutual society of the city of
Santa Fe de la Vera Cruz, Argentina, is building a
high-rise administrative building that includes ele-
ments of sustainable architecture, is energy efficient
and achieves comfort based on the use of the greatest
amount of natural resources possible (Figure 1-a). For
this purpose, the east, west and southern sides were de-
signed with a double façade that runs from the ground
floor to the top floor, which consists of an external and
an internal wall of different materials, both separated
by a 50 cm thick space of air, as seen in the detail of
Figure 1-b. In this way, an air chamber is created that
physically separates the external and internal facade
and has the objective of achieving thermal insulation
between the exterior and the interior of the building.
The air chamber of each floor communicates with the
chambers of the upper and lower floors by means of
circulation holes made in the slab.

(a) (b)

Figure 1. a) Scheme of the building with double facade.
b) View in section and perspective of the double facade.

Because the air chambers of each floor are inter-
connected, there is a possibility that an air flow can
be generated that totally or partially covers the height
of the building. This flow would be beneficial from the
thermal point of view, especially for the summer peri-
ods, since air circulation acts as a barrier that reduces
heat transmission from the external side to the internal
and transports a significant amount of thermal energy
towards the outside of the building, avoiding its entry.
The translation in thermal comfort and reduction of
the energy consumption in the interior is direct, reg-
ulating, in addition, the environmental conditions of
the workspaces with greater effectiveness.

However, the potential thermal and energy benefits
of the current design, its effective operation and possi-
ble modifications required as the work progresses in
order to to optimize thermal behavior, are not directly
predictable, requiring at this stage experimental and
predictive and/or computational tools.

An experimental study of the interconnected air
chambers and their thermal performance requires a
high investment in materials, time and human re-
sources. On the other hand, the studies carried out
by computational simulation yield numerical predic-
tions whose results which help obtain inferences that
orient experimentation towards more accurate values.
Numerical results guide the design, and the success
of their predictive power is based not only on them
being based in physical laws, but also on their ability
to adapt to new ideas and explore a large number of
alternatives.

This work presents the numerical study of the ther-
mal performance of a cavity interposed in the double
facade of the building, through computer simulations
for different climatic conditions, considering two design
alternatives: closed air chamber and air chamber with
connection to outside air currents.

The results show that for summer conditions, the
design of the cavity implies a significant reduction in
thermal energy that would enter the building. Among
the alternatives analyzed, the designs of the cavity
with connection to the outside would be the most rec-
ommended in summer and closed chamber would be
the most suitable for winter.

2. Materials and methods

The work is constituted as a computational theoretical
work, based on hypotheses about the phenomenon of
thermal transfer in the air chamber produced by the
double façade. These considerations are summarized
in turbulent flow and thermal transfer dominated by
convection [1–4] and are listed below:

1) Stationary state because the atmospheric condi-
tions to which the building is exposed vary very
slowly during a day, this approach is acceptable
and used for the most demanding conditions of
the summer and winter seasons.

2) The thermal transfer between the floors occurs
only through the circulation holes, assuming that
the slabs are perfect insulators. This means that,
when calculating the thermal energy that en-
ters each floor, said energy can only come from
sources that are connected to the chamber, that
is, from the outside and from the air chambers
of adjacent floors.

3) There is no contribution of thermal energy by
artifacts, people, lights or other sources. This
simplification is done to study only the energy
savings that result from the existence of the air
chamber.

4) The contribution of thermal energy by radia-
tion from the external wall to the internal one is
neglected.
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5) The moisture content of the air circulating in
the cavities is negligible.

6) The air flow in the cavities develops in a tur-
bulent regime. Because the goal is not to have
detailed information of the boundary layer in the
contact between the walls and the air, a turbu-
lence model of the k-ε type was used, applied in
an advanced simulation software.

7) The internal and external walls are assumed to
be smooth.

2.1. Definition of the area where the simula-
tions will be carried out

As mentioned in the introduction, this work consists
in the study of a physical model that is representative
of the cavity whose thermal performance is to be stud-
ied. As is known, the availability of computer tools
with high computing capacity facilitates the solution
of complex problems such as the one addressed in this
work. However, since the availability of resources is
limited, the size of the problem under study must be
reduced in such a way that it is solvable and that, at
the same time, ensures the portion studied is represen-
tative of the whole problem. In the case of the cavity
under study, the simulation of the problem in all of
its dimensions is computationally very expensive. For
this reason, it is possible to section the problem in a
portion whose dimensions contain all the geometric
characteristics that condition the air flow in the cham-
ber, so that the behavior of the rest of the cavity can
be considered as a repetition of the portion studied.
The selection of said portion can be seen in Figure 2-a
(transparent prism of orange edges). The prism that
delimits the selected area consists of a portion of the
chamber corresponding to any floor of the building.
If a a photograph of a top view of said chamber was
taken, the result would be an image like the one shown
in the orange box of Figure 2-b, where the presence of
the circulation hole made in the corresponding floor
slab and connecting the air chamber with the one of
the previous floor can be observed.

As observed in Figure 2-b, the adjacent rectangu-
lar section (blue box) and the selected one (orange
box) are arranged so as to mirror each other. From a
physical point of view, this fact implies a symmetry
in the geometry, indicating that the solution of the
problem in the orange box section is the same as in its
contiguous section (blue box), but mirrored. Mathe-
matically speaking, this means that the derivatives of
the variables involved, with respect to the horizontal
direction, are null. Thus, the scheme of the two holes
in Figure 2-b is repeated with the same positions, each
slab dividing the two adjacent floors.

(a) (b)

Figure 2. a) Portion selected for the simulation.
b) Circulation holes made in the slab.

As there is a repeated scheme, it is acceptable to
solve the problem in the selected portion with standard
computational resources. If the interior and exterior
wall portions are added to this selection, between which
the air chamber and the holes in the slabs are located,
the definition of a simulation module is reached, which
can be seen in Figure 3. The dimensions and materials
of each module are the following:

• External wall: built of concrete, 20 cm thick, 3.45
m high and 70 cm wide.

• Internal wall: built of concrete, 7 cm thick and
other dimensions equal to the external wall.

• Air chamber: 50 cm thick and other dimensions
equal to the outer wall.

• Holes: 20 cm × 40 cm horizontal section and a
thickness (in the slab) of 25 cm.

Figure 3. Geometric diagram of the simulation module.

The sum of all the modules through the circulation
holes will define the total geometry for the simulation
of the problem to be solved. That is, 8 modules like
the one in Figure 3, interconnected by the circulation
holes.
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2.2. Model equations and resolution methodol-
ogy

The movement of air inside the cavity is mainly due
to flotation forces associated with the density gra-
dients that are caused by the difference in tempera-
tures between the walls that generate the cavity. This
phenomenon is known as natural convection and its
dynamics have been described in previous works by
means of the Boussinesq approximation. This approxi-
mation considers density variations only in volumetric
forces, by means of a linear function with the change
in temperature and with validity for incompressible
laminar flow and low thermal gradients.

In the simulated cavity, thermal gradients are
usually higher than the limits of validity of the Bousi-
nesq approximation [5]. For this reason, and in order
to move towards more realistic simulations, a com-
pressible flow model is used in this work, assuming
turbulent flow in a stationary state and neglecting the
effects of radiation on energy transfer. In this way, the
differential equations that describe the flow of natural
convection are as follows:

Continuity

∇ · (ρu) = 0 (1)

Amount of movement

ρ(u · ∇)u = ∇ ·
[
− P I + (µ+ µT )(∇u + (∇u)T )

− 2
3(µ+ µT )(∇ · u)I− 2

3ρkI
]

(2)

+ (ρ− ρ0)g

Energy

ρCpu · ∇T = ∇ · (kA∇T ) (3)

where u is the velocity vector, ρ is air density, ρ0 is
air density at ambient temperature (external), P is the
modified pressure, g is the acceleration of gravity, µ is
air viscosity, µT is turbulent viscosity, k is turbulent
kinetic energy, Cp is the air’s heat capacity, kA the
thermal conductivity of the air and T the temperature.

To describe the turbulent flow, the k-ε model was
used, which has been shown to be the most accurate
for the calculation of air movement inside rooms in
houses and buildings [6]. However, it should be noted
that its precision decreases very close to the walls,
where models such as the k-ε of low Reynolds number
promise a better description of the velocity and tem-
perature profiles [7]. However, this study aims to show
the general benefits of the system and not an exact
prediction of the values that are calculated near the
walls, in which case the description of the k-ε model is

very useful for a first estimation and leads to results
that require much less computational cost and are
more quickly obtained, the latter being desirable in
studies required for the decision making of construc-
tion companies. Thus, in addition to the conservation
equations, the following are added: the equation (4)
of turbulent kinetic energy variation and the equation
(5) of turbulent dissipation velocity:

ρ(u · ∇)k = ∇ ·
[(
µ+ µT

σk

)
∇k

]
+ Pk − ρε (4)

ρ(u · ∇)k =∇ ·
[(
µ+ µT

σε

)
∇ε

]
+ Cε1

ε

k

(
µT ·[

∇u : (∇u + (∇u)T )− 2
3(∇ · u2)

]
(5)

− 2
3ρk∇ · u

)
− Cε2ρ

ε2

k

Turbulent viscosity µT is defined by Equation (6).

µT = Cµρ
k2

ε
(6)

The parameters of equations (4) to (6) are consid-
ered constant, with the following values [5]:

Cε1 = 1, 44
Cε2 = 1, 92
Cµ = 0, 09
σk = 1
σε = 1, 3

2.2.1. Condiciones de contorno

Contour conditions
The k-ε turbulent flow model used does not solve

the profile of velocities against the solid wall but uses
wall functions that model the high velocity and tem-
perature gradients that occur in that zone. For this,
in addition to the water impermeability condition de-
fined by Equation (7) and the null kinetic energy flow,
defined by Equation (8), Equation (9) using a wall
function was implemented:

u · n = 0 (7)

∇k · n = 0 (8)

[
(µ+ µT )(∇u + (∇u)T )− 2

3(µ+ µT )(∇ · u)I

−2
3ρkI

]
n = −ρuτ

δ+
w

utang
(9)

With
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ε = ρ
Cµk

2

Kvδ
+
wµ

Where utang is the tangential velocity, defined as
utang = u−(u ·n)n, uτ is friction speed, Kv is the Von
Kármán constant and δ+

w is the dimensionless thickness
of the wall function. In addition, normal voltage equal
to zero was assumed in the inlet and outlet holes, τ ·u,
and the pressure at the lower entrance was arbitrarily
defined as equal to 0.

Constants in each simulation, the temperatures of
the walls that delimit the cavity, and the conditions of
symmetry in the cuts that are seen in Figure 3 were
considered for the thermal analysis. The temperature
of the air entering the cavity is also assumed to be
constant and equal to the ambient temperature (Ta).

The differential equations presented, along with
their corresponding boundary conditions, are solved
numerically using the finite element method with the
COMSOL 4.4 commercially licensed software.

2.2.2. Verification of the flow regime

Previous works [1–4,8, 9] have addressed the analysis
of the phenomenon of natural convection in represen-
tative air cavities (ceilings, among others) by laminar
flow models. However, due to the dimensions of the
cavities in this work and the properties of the air, it
is reasonable to expect that under normal conditions
the flow may be turbulent, which had to be corrob-
orated prior to the selection of the model. For this
purpose, the Reynolds number and the Grashof num-
ber were used as dimensionless parameters, which were
estimated using the physical properties of dry air pre-
sented in Table 1. These properties were adopted for
normal atmospheric pressure (105 Pa) and 30 ◦C [10],
corresponding to the ambient temperature (reference)
used in the model.

Table 1. Physical properties of dry air at 30◦C and atmo-
spheric pressure

Description Value
Density (ρ) 1,205 [kg/m3]
Viscosity (µ) 1,82e-5 [N s/m3]
Thermal 0,0257 [W/(m K)]conductivity (kA)
Heat 1,005 [kJ/(kg K)]capacity (Cp)

Coefficient of thermal 3,43e−3 [1/K]expansion (β)

The Reynolds number compares the relationship
between inertial forces and viscous forces and is defined
by the ratio Re = ρUcL/µ, withUc and L representing
the speed and length characteristic to the model. On

the other hand, the Grashof number indicates the rela-
tionship between the flotation forces and viscous forces,
and is defined by the relation Gr = ρ2gβ∆TL3/µ2,
where ∆T is the temperature difference characteristic
of the system under study. When the flotation forces
are, by comparison, higher than the viscous forces, the
regime is considered to be turbulent. The transition
between these two regimes for vertical plates is given
for a Gr of the order of 109 [10].

If the floating flow velocity Uc = (gβ∆TL)1/2, the
length L = 3m equal to the height of each chamber
between two contiguous floors, and the temperature
difference between the two walls of the double facade,
∆T = 56 ◦C are defined as characteristic parame-
ters, the resulting values of Re ≈ 106 and Gr ≈ 1011

clearly indicate the existence of a turbulent or tran-
sition regime, but not laminar. Thus, the results pre-
sented in the following section correspond to an air
flow inside the cavity that is in a turbulent regime for
all the simulated conditions.

3. Results and discussion

The first case demanding study is that of extreme
conditions in summer. The section of the external wall
in contact with the outside has a temperature of 70
◦C, assuming it is exposed to the incidence of the sun
in the hours of maximum temperature. On the other
hand, the section of the inner wall in contact with the
interior of the building has a temperature considered
to be pleasant for a working environment, that is, 24
◦C. As the objective is to study the thermal perfor-
mance of the cavity, it is reasonable to first consider
the situation of absence of cavity, assuming the exter-
nal and internal walls are in direct contact, and also
suppressing the circulation holes. It should be noted
that, in the case of an absence of cavity, both walls are
conserved, since having only the external wall would
mean that the results would be modified not only by
the inclusion of the cavity but also by the addition
of another wall, in which case the analysis could not
focus only on the existence or absence of the cavity.

3.1. Witness situation: absence of cavity

Figure 4 shows a diagram of the conditions in which
the simulation was performed.

Because there are no circulation holes, considera-
tion 2) of section 2 allows for the calculation of the
thermal energy transfer of one module independent
of the others. Given this situation, a thermal energy
input of 204 W/m2 has been calculated in each module,
a value which will be used in the following cases. It
should be clarified that, unlike the coming cases, the
only thermal transmission mechanism is conduction.
For this reason the obtained value can be checked using
the Fourier law.
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Figure 4. Simulation conditions and thermal energy for
absence of cavity.

3.2. Cavity without connection to the exterior

The second case analyzed consists of the air cham-
ber without connection to the outside. That is, al-
though the chambers of all the floors are interconnected
through the holes, none of the chambers has any open-
ing that connects them to the external environment
of the building. The air will thus be trapped in the
chambers and there can only be circulation through
the holes. The temperature difference between the ex-
ternal and internal walls generates variations in air
density and therefore natural convection [8,9] as shown
in Figure 5.

It can be observed that the air in contact with the
hottest wall (in red) rises and increases its tempera-
ture (the green areas imply a higher temperature than
the light blue ones), while in the vicinity of the cold
wall (in blue) the air descends and the temperature
decreases. In this way, there is a movement of air by
the physical phenomenon of natural convection, by
which the air transmits thermal energy not only by
conduction, but also by convection.

Figure 5. Side view of a module showing air circulation.
Left: velocity vectors. Right: current lines.

When quantifying the heat transmitted for this
scheme, the resulting value is 51 W/m2, which means

that the reduction of thermal energy that would enter
from the outside is 75% with respect to the values of
section 3.1.

Given this result, it can be questioned whether the
reduction obtained is reasonable. In order to answer
this question, it can be assumed that the air trapped in
the chamber was stagnant without performing recircu-
lation movements, in which case the energy transferred
to the interior would be 2.3 W/m2 (calculation that
can also be performed with Fourier’s law), implying
a reduction of 99%. These values are in accordance
with the fact that air is a poor heat conductor, having
a thermal transmission coefficient of 0.025 (W/mK)
in comparison, for example, with concrete whose co-
efficient is 1.5 (W/mK), 60 times higher than that of
air. The fact that the reduction is 75% and not 99% is
because the movement of the air transfers additional
heat by convection.

It should be noted that since there is no connection
with the outside, it was found that the air recirculates
inside a module and, therefore, there is no flow through
the circulation holes, there is no transfer of energy be-
tween the modules. This results in the thermal energy
flow to the interior being identical in each module. Of
course, this is an idealized situation in which all floors
are at the same internal temperature and consequently
there are no differences in temperatures that could
cause a convective movement between the floors.

This result indicates that the mere existence of the
air chamber can result in significant energy savings
when maintaining a pleasant internal environment.

3.3. Cavity with connection to the outside and
natural flow

To simulate the connection of the chambers with the
exterior, holes of similar dimensions are assumed to
be the circulation holes in the outer walls of the first
and last floor modules. That is, section holes of 20 cm
by 40 cm and the thickness of the outer wall (20 cm).
For the first floor, the hole was designed in the lower
lateral part of the first module, as shown in Figure 6-a,
while for module 8 the hole was made in the upper
lateral part, as shown in 6-b.
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Figure 6. a) Hole that connects the lower module with
the exterior. b) Hole that connects the upper module with
the exterior.

To carry out the simulation, the same conditions
as for case 3.2 were considered, but since in this case
there may be air entry from the outside, it is assumed
that it is at an elevated summer temperature of 40 ◦C.
The conditions of entry and exit in the first and last
module respectively, are indicated in Figure 6, while
for the remaining modules the external and internal
temperatures are maintained.

The presence of connections with the outside enable
a flow that covers all the floors, from the first to the
last. Indeed, the results indicate the existence of this
flow, as seen in Figure 7. This figure shows, in a side
view of the side furthest from the circulation orifice,
that the air maintains some recirculation leading to
similar effects as in case 3.2, but the side view near
the orifice shows the existence of a flow that passes
through the cavity from the lower module to the upper
one. This circulation would be a way of venting the
cavity to avoid the possible stagnation of humidity and
the generation of bad odors.

Figure 7. Circulation diagrams by natural convection in
the cavities.

As for energy saving, the existence of circulation
between the modules modifies the individual perfor-
mance of each one. The lower modules are benefited

since the flow of air from the outside absorbs a certain
amount of thermal energy from the hottest wall and
transports it by convection to an upper module, so
that the higher the modules, the higher amount of
energy they receive from the air absorbed from the
lower modules.

Figure 8. Thermal performance of the 8 modules. The
percentages indicate the reduction in the heat transfer of
each floor with respect to the situation without an air
chamber.

Figure 8 shows the thermal energy transfers and
the reduction percentages for each module with re-
spect to case 3.1. It can be observed that the first
three modules have a thermal performance equal to
or higher than in the case 3.2, however, the savings
decrease. Overall, the average reduction between the
8 modules is 74%, very similar to the previous case.
In addition, these results can be useful at the time of
plotting the occupation of each floor.

4. Simulations for winter conditions

The presence of the cavity, according to the numerical
results of this study, shows a very good thermal per-
formance in summer conditions, but it remains to be
seen if this behavior is representative of conditions in
a winter day. For this purpose, the temperatures of the
external wall and of the air were modified, which, in
the case of the cavity with connection to the outside,
would enter from outside. It should be mentioned that
for winter conditions, energy flows outwards, since the
situation reverses with respect to summer. In addition,
the geometry pattern that arises from subtracting the
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cavity to have a comparison reference is maintained.
The boundary conditions are as follows:

Internal wall temperature: 24 ◦C.
External wall temperature: 10 ◦C.
Ambient air temperature: 10 ◦C.

This condition would imply a poor incidence of the
sun on the external wall and therefore it remains at
the same temperature as the outside air.

For the cavity with connection to the outside and
natural flow, the results outlined in Figure 9 show that
the reduction in energy losses from the interior to the
atmosphere is 63%. Although it is an acceptable value,
the circulation of air at a lower temperature in contact
with the inner wall implies an absorption of thermal
energy from the inside. Before this physical fact, the
case of closed cavity was analyzed, and the results are
schematized in Figure 10. The savings obtained for
this second case are 85%, significantly higher than the
previous one. It is therefore advisable that, in winter
conditions, there is no circulation between the cavities
and the exterior.

Figure 9. Comparison between absence of cavity and
cavity with natural ventilation.

Figure 10. Comparison between absence of cavity and
closed cavity.

5. Conclusion

This research presents the numerical study of the ther-
mal performance of a cavity interposed in the double
façade designed for the building of the Jerárquicos

Salud mutual society in the city of Santa Fe de la Vera
Cruz, Argentina. The analysis was made based on com-
puter simulations of different climatic conditions and
two design alternatives were considered according to
the scheme provided: closed cavity and with connection
to the exterior.

The results show that, for summer conditions, the
design of the cavity implies a significant reduction
in the thermal energy that would enter the building.
Both the closed cavity and the cavity connected to
the outside are valid alternatives that showed thermal
aptitudes for the reduction of transferred energy, with
an estimated reduction in summer of around 75% with
respect to a design without the cavity. However, the
case of the cavity connected to the outside, due to
natural ventilation, would be the one selected because
it has the possibility of renewing the air trapped in
the cavities, reducing the possibility of accumulating
humidity and bad odors.

Regardless of the promising predictions for the cav-
ity with natural ventilation for the summer, the results
have shown that its thermal performance in winter is
inferior with respect to the closed cavity scenario. In
the case of natural ventilation in winter, a reduction
in thermal energy lost to the exterior of 63% was es-
timated, while for the design of a closed cavity, this
reduction would be of 85%.

The final conclusion of this study based on compu-
tational predictions, is that it is suggested to make the
orifices of circulation with a system of air flow control,
which allows the option to keep the orifices open during
the days of higher temperatures and closed during the
periods of lower temperatures. Future works with more
accurate predictive models near the walls will allow
for more precise adjustments in the predictions of this
study in terms of the calculated values, while these
results can be used conceptually since it is estimated
that the accuracy of the heat transfer calculations will
not change the trends shown in this work.

Finally, it is worth noting that, according to all the
numerical studies carried out, the mere presence of the
air chamber shows a remarkable improvement of the
thermal performance in terms of energy transfers be-
tween the atmosphere and the interior of the building,
with the suggestion of the previous paragraph showing
the best performance.
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Abstract Resumen
This paper presents a system for pedestrian detection
at nighttime conditions for vehicular safety applica-
tions. For this purpose, it analyzes the performance
of the Faster R-CNN algorithm for infrared images.
The research reveals that Faster R-CNN has problems
to detect small scale pedestrians. For this reason, it
introduces a new Faster R-CNN architecture focused
on multi-scale detection, through two ROI’s genera-
tors for large size and small size pedestrians, RPNCD
and RPNLD respectively. This architecture has been
compared with the best Faster R-CNN baseline mod-
els, VGG-16 and Resnet 101, which present the best
results. The experimental results have been develop-
ment on CVC-09 and LSIFIR databases, which show
improvements specially when detecting pedestrians
that are far away, over the DET curve presents the
miss rate versus FPPI of 16% and over the Precision
vs Recall the AP of 89.85% for pedestrian class and
the mAP of 90% over LSIFIR and CVC-09 test sets.

En este artículo se presenta un sistema de detección
de peatones en la noche, para aplicaciones en seguri-
dad vehicular. Para este desarrollo se ha analizado
el desempeño del algoritmo Faster R-CNN con imá-
genes en el infrarrojo lejano. Por lo que se constató
que presenta inconvenientes a la hora de detectar
peatones a larga distancia. En consecuencia, se pre-
senta una nueva arquitectura Faster R-CNN dedicada
a la detección en múltiples escalas, mediante dos ge-
neradores de regiones de interés (ROI) dedicados a
peatones a corta y larga distancia, denominados RP-
NCD y RPNLD respectivamente. Esta arquitectura
ha sido comparada con los modelos para Faster R-
CNN que han presentado los mejores resultados, como
son VGG-16 y Resnet 101. Los resultados experimen-
tales se han desarrollado sobre las bases de datos
CVC-09 y LSIFIR, los cuales demostraron mejoras,
especialmente en la detección de peatones a larga
distancia, presentando una tasa de error versus FPPI
de 16 % y sobre la curva Precisión vs. Recall un AP
de 89,85 % para la clase peatón y un mAP de 90 %
sobre el conjunto de pruebas de las bases de datos
LSIFIR y CVC-09.

Keywords: pedestrian, infrared, Faster R-CNN,
RPN, multi-scale, nighttime.

Palabras clave: peatón, infrarrojo, Faster R-CNN,
RPN, múltiples escalas, noche.
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1. Introduction

Pedestrian detection systems (PDS) are one of the
most important technological components that have
emerged in recent years with the development of mo-
bile robotics applied to the automotive sector and
other similar technologies aimed at vehicular safety [1],
which need to operate with high quality standards and
have a high efficiency and accuracy, because their goal
is to protect human life by preventing collisions from
happening [2].

Several reports worldwide indicate that traffic ac-
cidents generate high material and human costs [3],
where pedestrians have a high accident rate, reaching
up to 22% [4]. In the case of Ecuador, road accidents
represent more than 10% of deaths due to traffic ac-
cidents [5]. Therefore, the detection of pedestrians is
a subject of active and challenging research due to
the complexity of the road scene, which constantly
changes due to several factors. For instance, atmo-
spheric conditions contribute to a low visibility and a
permanent change of illumination, occlusions generate
incomplete information of the human form, distance
impairs the quality of the visual information [1, 6, 7].
At night these mishaps are magnified due to dark
environments [1, 2, 8, 9].

On the other hand, due to the recent success of
Deep Learning techniques [10,11], the main objective
of this work is to implement a method for the detec-
tion of pedestrians at night using visual information in
the far infrared and the convolutional neural networks,
specifically the architectures of the Faster R-CNN
type [9, 11–15] to obtain a competitive system that
generates cutting-edge results comparable to those
in previous works. Therefore, a new Faster R-CNN
architecture is presented at multiple scales, which is
evaluated under the test sets of the CVC-09 [16] and
LSIFIR [17] databases. The results show improvements
especially when detecting pedestrians which are at a
distance.

The document is organized as follows. The second
section presents the methods and materials used, de-
tailing the previous work carried out in the PDS field,
especially deep-learning techniques. Additionally, the
proposed design of the new Faster R-CNN architecture
for the generation of regions of interest, classification
and detection of pedestrians during the night is de-
scribed, followed by the experimental evaluation for
different configurations of the proposed model. Sub-
sequently, in the results and discussion section, the
values obtained with respect to the detection quality
are displayed on the databases destined to the devel-
opment of PDS at night. Finally, the last section is
devoted to conclusions, recommendations and future
work that can be done to improve this proposal.

2. Methods and materials

2.1. Previous works

Currently, there are multiple specialized investigations
in the detection of pedestrians at night [1,2,7–9,15,18–
30]. To carry out this process, generally, the work is
divided into two parts. The first consists in the gener-
ation of ROI, and the second in the classification into
pedestrians or background. In this way, it is possible
to keep the person located while they remain in the
scene.

2.1.1. Generation of ROI over images in the
far infrared

For the generation of ROI on infrared images there
are several methods, the most popular are: sliding
windows [18] that exhaustively search over the whole
image in several scales, which means the method re-
quires many computational resources and makes it in-
effective for real-time applications. To overcome these
drawbacks, new proposals have been created, for ex-
ample, segmentation by movement, proposed by Chen
et al. [19] where regions of local interest are identified
using PCA and Fuzzy techniques. Kim and Lee [21]
have developed a method that combines image seg-
ments instead of thresholds and the low frequencies
of far infrared images. Ge et al. [22] have proposed
an adaptive segmentation method consisting of two
thresholds, one specialized for locating bright areas
and another for low contrast areas. Chun et al. [31]
apply edge detection to obtain a faster ROI generator.

At present, there are more sophisticated meth-
ods that use models of convolutional neural networks
and their variants for the generation of new propos-
als [1, 9, 12,18]. Thus, the detection of heat points in
multispectral resolution using IFCNN (Illumination
Fully Connected Neural Network) has been proposed
by Guan et al. [8] Vijay et al. [20] add a convolutional
neuronal network to the work of Chen et al. [19], for
classification. Kim et al. [23] have used cameras in the
visible spectrum to detect pedestrians at night using
CNN. Other alternatives include the Region Proposal
Network or RPN, which is initially focused on locat-
ing the ROI by means of a combination of exhaustive
search and sliding windows, in three orientations and
three scales (9 reference boxes) for each sliding win-
dow. Each initial proposal is used to train a completely
convolutional network to generate the predictions of
the bounding box and the probability scores [12].

2.1.2. Classification of pedestrians on images
in the far infrared

The methods developed for the classification can be
grouped into two categories: the models based on the
manual generation of characteristics [24, 25, 32], and
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the models of automatic learning of characteristics
using deep learning techniques (DL) [8, 11,33–38].

In the first case, different manual methods of gen-
erating characteristics are used together with a clas-
sification algorithm, some examples include: HOG +
SVM [26,27], HOG + Adaboost [28], HOG + LUV [39],
Haar + Adaboost [29], Haar + HOG and SVM [30].
The second category includes convolutional neural net-
works (CNN) [2,8,11,34,38], with their different archi-
tectures, such as R-CNN [40], Fast R-CNN [41] and
Faster R-CNN [12,15].

The Fast R-CNN architecture [12, 15] essentially
decreases the computational load with respect to CNN,
and for this reason the detection time of the R-CNN
layer [41] decreases. Consequently, Fast R-CNN to-
gether with selective search presents a better detection
quality. However, both methods require an external
ROI generator and have problems when detecting small
objects that, in the context of pedestrians, involve long
distances [41,42].

To remedy these drawbacks, Faster R-CNN [12,15]
has been added, including a ROI generator based on
fully connected RPN layers which share the feature
maps generated by the convolutional network with
Fast R-CNN [15]. Therefore, very deep networks can
be implemented because the total image passes only
once through the CNN stage [15].

Therefore, Faster R-CNN is being widely used to
construct PDS [1, 9, 42]. For example, in [1] Faster
R-CNN has been used for pedestrian detection in mul-
tiple spectra, initially Faster R-CNN has been trained
with only color and infrared images, Faster RCNN-C
and Faster RCNN-T respectively, using a new model
of neural network for training. Subsequently, features
have been combined in different stages, creating Early
Fusion, Halfway Fusion, Late Fusion and Score Fusion
models. Additionally, Wang et al. [9], with reference
to Liang et al. [41], combine RPN + BDT to build a
pedestrian detection system in multiple spectra. How-
ever, it is considered that Faster RCNN does not work
very well for the detection of pedestrians, because
the feature maps do not present enough information
for long-distance pedestrians. For this reason, Feris et
al. [43] have proposed a subnetwork for the generation
of ROI in multiple scales together with a subnet for

the classification based on Fast R-CNN.

2.2. Pedestrian detection system at night

Figure 1 shows the proposed scheme for the develop-
ment of the PDS at night, using images taken with
infrared illumination and as a Faster R-CNN base ar-
chitecture together with the VGG16 model [44] where
some detailed changes have been developed below.

2.2.1. Generation of ROI over images in the
far infrared

Because the original architecture of Faster RCNN
[12,15] presents detection problems in the case of pedes-
trians that are in the distance, the architecture devel-
oped in Feris et al is taken into account. [43] Therefore,
it has been decided to place two independent region
proposal networks (RPN), which have different charac-
teristics, as detailed in Table 2. In both cases, with an
approach directed to pedestrians at short distance (RP-
NCD) and long distance (RPNLD). As shown in Figure
2, RPNLD is powered by the characteristics that are
provided by the conv4_3 layer of VGG16 [44], because
the grouping networks can discriminate pedestrians
that are in the distance, where the more abundant
feature maps are beneficial for detecting pedestrians
over long distances [6]. Regarding RPNCD, like the
original architecture of Faster R-CNN [12], it is fed
by the characteristics delivered by the conv5_3 layer,
since it extracts the most representative characteris-
tics present in the image. For this reason, it provides
excellent results for pedestrians at short distance.

2.2.2. Classification of ROI over images in the
far infrared

For the classification stage, the architecture presented
in Figure 3 is proposed. As in [43], the option of in-
creasing the resolution of feature maps by applying
deconvolution is considered in order to provide better
information to the ROI grouping layer. Therefore, the
Fast R-CNN part receives the characteristics extracted
by the conv4_3 layer of VGG16 [44] as direct input,
its deconvolution and the ROI generated by RPNCD
and RPNLD as a whole.
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Figure 1. Schematic of the pedestrian detection system at night using Faster R-CNN and images in the far infrared.

Figure 2. Multiscale RPN architecture based on the VGG16 network [2]. This is the subnetwork responsible for the
ROI generation stage.

Figure 3. MS-CNN classification architecture [41]. This subnet is intended for the classification stage.
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2.2.3. Technical details of the implementation

The learning of the proposed architecture has been
developed from the CVC-09 [16] and LSIFIR [17]
databases as detailed below:

1. CVC-09 database [16]: It is one of the most used
bases for the detection of pedestrians at night.
In this case, it was used for the training and test-
ing of the proposal, and later for its validation.
Table 1 describes the training and test sets. This
database is tagged with pedestrians present in
the scene Bgt.

Table 1. Content of the CVC-09 database at night

Positives Negatives
Training 2200 1002
Test 2283 –

However, in the case of long distances the database
presents inconsistencies that have been corrected. Thus,
a set of images has been re-labeled to correct these
drawbacks and to debug labeling errors.

1. The LSI Far Infrared Pedestrian Dataset
database (LSIFIR) [16]: It is another important
database for the development of algorithms for
pedestrian detection at night. Table 2 describes
the training and test sets, with their respective
sizes. In this case, like CVC-09, it was used for
the training, validation and testing of the pro-
posal.

Table 2. Content of the LSIFIR database. The value in
parentheses represents the number of frames that contain
pedestrians

Clasification Detection
Training 43391 (10209) 2936 (3225)
Test 2205 (5945) 5788 (3279)

In order to train the network, the algorithm initially
re-scales the shortest part of the input image to 600 pix-
els. Regarding the training of the network, this is done
through the approximate joint training methodology
proposed by Ren et al. [12]. In addition, the weights
of each layer belonging to the network are initialized
by means of the pre-trained model VGG16, and then
fine-tuned by means of the Minchart Stochastic Gra-
dient Descent [45] and the recent Adam optimization
algorithm [46] with hyperparameters detailed in Table
3.

As for the RPN, they work independently. There-
fore, their training is also independent. The proposals

generated by each of them are combined and then
labeled using the NMS (Non Maximum Supression)
algorithm, where if the IoU (Intersection over Union)
index, given by Equation (1), is greater than 0.6, it
is a pedestrian, if it is less than 0.3, is labeled as a
non-pedestrian, and in case of not fulfilling any of the
two conditions, said proposals are excluded from the
training.

Immediately after, in the classification stage, NMS
is again applied to reduce detection redundancies, ap-
plying a threshold of 0.6, where each detection greater
than the threshold is labeled as a pedestrian, otherwise
a non-pedestrian.

IoU = Area(Bdet ∩Bgt)
Area(Bdet ∪Bgt)

(1)

Where Bgt is the intersection and Bdet the union,
between the actual bounding box annotated in the
database CVC-09 [16] or LSIFIR [17] and the result
of the bounding box predicted by our model.

Table 3. Training parameters for the proposed model for
pedestrian detection at night

Parameter Value
Learning rate 0,001
Momentum 0,9
RMSProp 0,999
Weight loss 0,0005
Epsilon 10−8

Images by batch 2

2.2.4. Experimental evaluation

To arrive at the proposed model, multiple experiments
have been developed, as can be seen in Tables 4 and
5, where the ROI generation subnet and the effects
caused by the configuration of the different scales and
aspect ratios of RPNCD and RPNLD are analyzed.

For the experiments, the CVC-09 training sets have
been used together with LSIFIR for the learning stage
of the network and the test sets for the evaluation.

Additionally, the classification subnetwork and the
effects caused by deconvolution were analyzed. In Ta-
ble 5, the results show that applying this strategy
allows for an increase in the resolution of the charac-
teristic maps, which causes an increase in the MPA of
approximately 6%.
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Table 4. Configuration parameters of RPN reference boxes
for pedestrians at short and long distance. Results of the
ROI generation subnet

Parameter RPNCD RPNLD mAP (%) fps
Scale 64, 128, 256 128, 256, 512 86 10Aspect R. 1:8, 1:4, 1:2 1:1, 1:2, 2:1
Scale 64, 128, 256 64, 128, 256 85,6 10Aspect R. 1:8, 1:4, 1:2 1:1, 1:2, 2:1
Scale 32, 64, 128 128, 256, 512 84,5 10Aspect R. 1:8, 1:4, 1:2 1:1, 1:2, 2:1

Table 5. Results obtained by applying deconvolution to
the classification subnet

Parameter RPNCD RPNLD mAP (%) fps
Scale 64, 128, 256 128, 256, 512 89,9 5Aspect R. 1:8, 1:4, 1:2 1:1, 1:2, 2:1
Scale 64, 128, 256 64, 128, 256 87,8 5Aspect R. 1:8, 1:4, 1:2 1:1, 1:2, 2:1
Scale 32, 64, 128 128, 256, 512 86,8 5Aspect R. 1:8, 1:4, 1:2 1:1, 1:2, 2:1

3. Results and discussion

Regarding the evaluation of the effectiveness of the
proposal, two of the databases representing the ref-
erence point were used, aimed at the development of
pedestrian detection systems at night using infrared
illumination.

3.1. Evaluation protocol

To evaluate the proposed system, the Mean Average
Precision (mAP) metrics is proposed, which allows for
the measurement of the accuracy of the detector, so
that the average accuracy of each detection is calcu-
lated for different values of the recall index [12].

Figure 4. Curve, Precision vs. Recall of the results ob-
tained for different Faster R-CNN network architectures
for the pedestrian class, on the combination of the test sets
of the CVC-09 and LSIFIR databases.

Additionally, the standard protocol proposed by
Dollár et al. [47], that is, the curves that relate the
average error rate (miss rate) versus false positives per
image (FPPI) will be used in the range of 10-−2 to 100

FPPI, which is an indicator of specialized accuracy in
vehicular topics for pedestrian detection.

3.2. Discussion of results

In Figure 4 are presented the experiments carried out
on the test sets of the CVC-09 [16] and LSIFIR [17]
databases for different Faster R-CNN network archi-
tectures are presented in Table 6. The results have
been obtained under the same computational condi-
tions, where it can be observed that this new proposal
reaches an MPA of 94.6% in the validation stage, which
shows that the learning is superior to that of other pro-
posals. However, it has the disadvantage of requiring
a greater computational effort.

Table 6. Results of the tests and validation of the CVC-
09 database. Mean average precision (mAP) and image
processing per second (fps)

Validation Test
Model mAP (%) mAP (%) fps
VGG16 83,4 76,4 14

Resnet 101 86,1 80,2 8
Ours 94,6 89,9 5

Figure 5. Curves of the average error rates versus FPPI
for the different Faster R-CNN network architectures on
the combination of the test sets of the CVC-09 and LSIFIR
databases.

Thus, it can be seen in Figure 5 that the results of
the original models of Faster R-CNN and other models
presented by other investigations have been surpassed,
as detailed in Table 7.
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Table 7. Comparison of average error rates of pedestrian
detection systems at night under the CVC-09 and LSIFIR
databases

Model Error rate (%)
en 10−2

Latent-SVM HOPE [1] 25,1
Fuzzy C-means CNN [20] 65,4

Ours 16,22

3.3. Processing time

For the experimental evaluation, a computer composed
of a GPU with the operating system Linux 16.04,

an Nvidia Geforce GTX 1080 Ti card, with 11 GB
GDDR5X 352 memory was used. The training time
was approximately 5 hours. The average detection time
is 170 milliseconds, on images of 640×480 pixels; that
is, the system processes 5 images per second.

4. Conclusions and recommendations

4.1. Conclusions

This work presented a method of detecting pedestrians
at night using modern artificial intelligence techniques.
The following contributions were made:

Figure 6. Examples selected with the results obtained on the combination of the test sets of the LSIFIR and CVC-09
databases, during the night.

• Development of a new DL architecture based on
Faster R-CNN together with the VGG16 model
for the detection of pedestrians at night using
images in the far infrared. The multi-scale RPN
network presented better detection specifically
for long-distance pedestrians, as shown in Figure
6. Compared to the original RPN architecture,
the of RPNCD and RPNLD architecture pro-
duced better results. The new architecture in-
creased the mAP from 76.4 to 86%. Additionally,
a significant contribution was presented when
applying deconvolution to the classification sub-
net, with the mAP increasing from 86 to 89.9%.
However, the deconvolution added in the classi-
fication stage increases the computational load.
As a result, the network processing is reduced
from 10 frames to 5 frames per second.

• Comparison of the performance of the original
Faster R-CNN architecture together with the
VGG16 and Resnet 101 models, on the CVC-
09 and LSIFIR databases, obtaining better re-
sults in mAP 9.7% for Resnet 101 and 13.5%
for VGG16 Regarding the average error rate, a
difference of 29.96% was obtained for Resnet 101
and 36.09% for VGG16.

• Regarding detection, the proposed model demon-

strates superior performance with respect to
Olmeda et al. [44] and John et al. [14], where
the average error rate is reduced by 8.88% with
respect to [44] and 49.18% with respect to [14].

• The processing time is 5 frames per second, which
makes this proposal a viable method for real-time
applications, aimed at vehicular safety.

4.2. Recommendations and future work

To improve the performance of this system it is neces-
sary to include the following recommendations:

• Optimize the proposed algorithm to work in real
time, that is, so it is able to process at least 25
frames per second.

• Include a set of features based on multiple spec-
tra for better performance during the day and
night.
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Abstract Resumen
Currently, Hybrid Power Systems (HPS) provide an
excellent opportunity for generation of electricity.
This paper presents the study of a hybrid system
considering two energy sources (solar - biogas) avail-
able in the Ilhabela island in the state of São Paulo –
Brazil. This system will supply electricity to electric
vehicles. The study is based on the calculation of the
energy demand of the electric vehicles on the island.
Then the capacity of biogas production in Ilhabela
is determined. Subsequently, in order to know the
energy produced and the amount of biogas needed by
the microturbine, an energy analysis of this plant is
carried out. Lastly, the energy needed to be generated
with the photovoltaic plant is calculated. The results
show that, considering a market insertion index of
4% of electric vehicles, the average energy demand is
46.327 kWh/month. On the other hand, the amount
of biogas produced on the island is twice what is
needed to generate 16.200 kWh/month. Finally, the
solar plant will produce 30.127 kWh/month.

Actualmente, los sistemas híbridos de generación de
energía se han mostrado como una excelente opor-
tunidad para la generación de electricidad. En este
trabajo se presenta el estudio de uno de estos sis-
temas considerando dos fuentes de energía disponibles
(solar – biogás) en la isla Ilhabela en el estado de San
Pablo – Brasil, con miras a dotar de energía a vehícu-
los eléctricos. Este estudio se basa primeramente en el
cálculo de la demanda de energía de los vehículos eléc-
tricos en esta isla. Luego se determina la capacidad de
producción de biogás en Ilhabela. Posteriormente se
efectúa un análisis energético de la planta con una mi-
croturbina a biogás para conocer la energía producida
y la demanda de biogás. Como último paso, se calcula
la cantidad de energía necesaria a ser generada con
la planta fotovoltaica. Los resultados muestran que,
considerando un índice de inserción de mercado del 4
% de los vehículos eléctricos, la demanda energética
media es de 46 327 kWh/mes. Por otro lado, la capaci-
dad de producción de biogás en la isla es dos veces
mayor a la necesaria para generar 16 200 kWh/mes.
Finalmente, la planta fotovoltaica producirá 30 127
kWh/mes.

Keywords: Biogas, Electric Vehicles, Solar Energy,
Ilhabela.

Palabras clave: biogás, vehículos eléctricos, energía
solar, Ilhabela.
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1. Introduction

Energy is considered a fundamental input in produc-
tive activities, having an important role in the devel-
opment process of humanity. Access to modern forms
of energy, particularly to electricity, brings a series of
social benefits that improve the quality of life of the
population [1].

One of the sectors with the highest energy consump-
tion is transportation. In 2014, this sector worldwide
was responsible for 28% of global energy demand and
23% of global CO2 emissions, which come from the con-
sumption of fossil fuels. In relation to the use of oil, this
sector consumed 65% of the final global demand [2].

On the other hand, in a scenario of growing con-
cern about climate change, less polluting alternatives
are sought for the transport of people and cargo. In
this sense, electric vehicles (EV) are being widely dis-
seminated. According to the projections of Bloomberg
New Energy Finance [3], in 2040 more than half of
the new cars sold in the world will be electric. Unlike
combustion vehicles, EVs do not emit greenhouse gases
during operation.

However, the energy that feeds their electric motors
can originate from different sources of energy, some of
them highly polluting, such as coal and oil, making the
adoption of EVs less effective as a measure to reduce
greenhouse gas emissions. From the perspective of a
full cycle analysis, the electricity available to charge the
batteries must be generated from renewable or clean
sources so that these vehicles have zero emissions [4].

In this sense, hybrid power generation systems or
HPGSs are a good alternative. According to Thibaud
et al. [5], these types of systems use more than one
energy source to supply a variety of different loads.
Typically, these systems work in isolation taking advan-
tage of the renewable resources available on site, but
they can also be used in conjunction with conventional
sources of power generation.

According to Justo Roberts, when sized correctly,
HPGSs present technical, economic and environmen-
tal advantages in relation to systems using a single
renewable source or traditional systems [6].

This article proposes the technical analysis and
sizing of a HPGS (solar-biogas) for application on the
Ilhabela-SP-Brazil island, considering energy poten-
tials currently available on the island and that are
not being exploited. The goal of the proposed system
is to generate charging stations for a specific fleet of
electric vehicles. For this study, different degrees of EV
penetration are considered in relation to the current
fleet of automobiles.

For a structured analysis of this proposal, a bib-
liographic review of battery EVs (BEVs) and their
relation to renewable energy sources is carried out.
Afterwards, the methodology describes the technical
analysis and sizing of the system step by step. Fi-

nally, the results are analyzed and discussed and the
conclusions about the analysis developed are obtained.

1.1. Electric vehicles with battery

Briefly, a battery electric vehicle (BEV) can be de-
scribed as a vehicle whose wheels are driven by an
electric motor, which in turn is powered by electric
current stored in a battery bank. Its main components
can be seen in Figure 1.

Figure 1. Basic components of an electric vehicle [7].

The charge of a BEV’s batteries is largely obtained
through the use of a conventional residential electrical
outlet. However, the high recharge periods and the
need to perform loads faster and more frequently, re-
sulted in the advent of public charging stations [8].
These stations can be independent or connected to a
network of stations with state-of-the-art devices [9].

1.2. Use of renewable energy sources in the
BEV

The literature is quite diverse in terms of integration
between EVs and renewable energy sources [10–12].
The models that study this integration tend mainly
to measure the capacity of relationship between them,
as well as the impacts on the performance of the elec-
tric network [13]. Up next are some applications using
biogas and photovoltaic solar energy.

1.2.1. Use of biogas in BEV

Biomass energy differs from other renewable sources,
such as solar and wind, by the fact that it can be
easily stored and consumed when necessary. Biofuels,
such as ethanol produced from sugarcane, are the most
common form of biomass used in vehicles.

This fuel is burned directly in internal combustion
engines (ICE). However, electricity from biofuels tends
to provide a higher return on investment compared
to use in final processes such as the one mentioned
above [14].

Several recent studies indicate that the use of bio-
electricity in a vehicle is more effective than the con-
version of biomass into biofuels. Schmidt et al. [8]
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evaluated the production and use of various types of
biofuels in Austria, compared to bioelectricity. The
results indicate that emissions of greenhouse gases, the
effects of land use and the required amount of biomass
stocks are reduced compared to using EV biofuels.

On the other hand, Campbell et al. [15] conclude
that the gross average production, in kilometers trav-
eled per hectare of biomass production, is 112% higher
for bioelectricity than for biofuels. In addition, the
net average compensation of greenhouse gases for the
switchgrass production (grass of the genus Panicum
L.) is 108% greater in bioelectricity than that of biofu-
els [13].

1.2.2. Use of photovoltaic energy in BEV

Over the years, several methods of charging BEV using
photovoltaic panels (PVs) have been proposed. The
most prominent is the combination between PV and
the electricity grid. In this way, they use photovoltaic
energy whenever possible, but switch to the grid when
photovoltaic energy is insufficient or not available [16].

The connection to the network of BEV charging
stations, together with photovoltaic solar energy, allow
a greater interaction between the EV and the net-
work, enabling the flow of energy from the vehicle to
the network, with a technology called vehicle-to -grid
(V2G) [17]. Thanks to being connected to the network,
the photovoltaic generation does not necessarily have
to occur in the same physical space of the charging
station, since the energy can be transported through
the distribution systems.

Another approach is to use the PV system out-
side the power grid. This system is known as PV-
standalone [18]. This approach requires the use of bat-
teries for the storage of the energy generated during
periods with high solar radiation. The use of batteries
in this type of systems raises the costs of both initial
investment and maintenance.

1.3. Photovoltaic solar energy (PV)

Solar energy is the largest source of renewable energy
available in nature, originating in the radiation coming
from the fusion reactions of the hydrogen and helium
nuclei inside the Sun.

On the other hand, photovoltaic systems are char-
acterized by high reliability and low maintenance, as
their high initial cost is often compensated by the low
operational cost. Through the PV effect, the solar cells
contained in the panels convert solar energy directly
into renewable, safe and non-polluting electricity [19].

The basic component of solar energy is the pho-
tovoltaic cell. This is composed of two layers of semi-
conductor material. The layers, one of type N, with
excess of electrons and another of type P, with deficit
of electrons, are joined, forming a PN junction. When

there is the incidence of photons coming from sunlight,
the electrons acquire energy, and then, with the pres-
ence of an external conductor, the migration of the
electrons generates an electric current. If the cell does
not suffer from solar incidence, electrons and gaps re-
main trapped behind that barrier [20]. Figure 2 shows
the operation of the PV panel.

Figure 2. Operation of the PV panel [18].

In the industrialization process, the photovoltaic
cells are interconnected in series-parallel arrays form-
ing the PV modules (Figure 2). The most used PV
modules are based on poly or monocrystalline technol-
ogy [21]. But recently, fine films are becoming popular,
especially for large installations [22].

Generally, in photovoltaic installations the modules
are organized in series circuits, in order to reach the
necessary DC voltage. To obtain a higher power, sev-
eral chains are connected in parallel. The behavior of
a PV system under different intensities of solar irradia-
tion and temperature can be understood by examining
its characteristic currents of current-voltage (IV) and
voltage-power (PV).

There will always be a single point of operation in
which the power will be maximum, that is, the point
of maximum power (PMP) at a certain temperature
and irradiation. The PMP is not fixed; it varies contin-
uously according to temperature and solar irradiation.
Because of this dynamic, a tracker to find the point
of maximum power is necessary to ensure that the
maximum power of the array of PV panels is always
extracted (Figure 3) [16].

Figure 3. Block diagram of a PV system showing its main
components, including the PPM [23].

1.4. Solar energy in Brazil

According to Pereira et al. [24], the annual average of
global irradiation presents a good uniformity in Brazil.
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The averages are relatively high throughout the ter-
ritory. The values of incident global solar radiation
in any region of the Brazilian territory vary between
1500 and 2500 kWh/m2/year, and are higher than in
most European countries, such as Germany (900-1250
kWh/m2/year), France (900-1650 kWh/m2/year) and
Spain (1200-1850 kWh/m2/year), places where solar
energy projects are widely used.

Despite the favorable conditions for the develop-
ment of this type of technology, in Brazil it is still
incipient [25]. According to the Ministry of Mines and
Energy (MME) [26], at the end of 2016, Brazil had
24 MW of installed power in centralized photovoltaic
power plants. However, such power is not yet enough
to place Brazil among the twenty world leaders in the
production of this type of energy, all of them with an
installed capacity exceeding 1 GW [27].

Despite the low installed power in large photo-
voltaic power plants, Brazil has managed to emerge
in the use of solar energy thanks to distributed gener-
ation, these being the main promoters for the use of
this technology.

The regulation, elaborated in 2012 by the ANEEL
(National Electric Energy Agency) through Norma-
tive Resolution N.◦ 482 and perfected in 2016, brings
important incentives to the installation of small-sized
power plants based on renewable sources, such as so-
lar and wind energy. As part of this regulation, the
Electric Power Compensation System was instituted,
which allows the accumulation of generation surpluses
in relation to consumption, thus generating credits
that can be used within a period of five years [28].

The number of distributed power generation con-
nections at micro scale (up to 75 kW of installed power)
and mini (greater than 75 kW and less than 5 MW)
is on the rise in Brazil, reaching 10 561 connections
registered in 2017, against just four in 2012, with an
installed capacity of 114.7 MW, with solar energy re-
sponsible for 70% of this total [29].

2. Materials and methods

2.1. Profile of Ilhabela Island

Located on the coast of the state of São Paulo (see
Figure 4), Ilhabela is an island populated by 32 197
inhabitants. With a total area of 347.5 km2; 85% of the
territory of the island corresponds to units of environ-
mental conservation. The remaining 15% corresponds
to areas suitable for urbanization. Its road structure is
installed along the entire coast, connecting the central
part of the city with the most remote neighborhoods.
This island has a fleet of 17,449 vehicles, of which 7041
are automobiles [30].

Figure 4. Location of Ilhabela, on the coast of the state
of San Pablo [31].

Because it does not have its own large-scale elec-
tric power generation, electricity in the municipality
of Ilhabela is supplied by means of submarine cables,
which transmit the energy from the continent to the
island. In this way, if the demand for electricity on
the island grows considerably, the supply will have
to be reinforced, either through the expansion of the
submarine cable network, or through the introduction
of power generation plants. The latter is one of the
proposals of this work, since it proposes the use of
photovoltaic solar energy in conjunction with a biogas
thermoelectric plant, which would be installed on the
island.

According to the Municipal Plan of Ilhabela, cur-
rently, 6.5% of the urban population of the municipality
has its sewage collected, being thrown directly into
the sea without an effective treatment, with a sim-
ple removal of coarse waste. A system of wastewater
treatment stations is in the implementation phase, and
projections are that, by 2025, 3,795,000 m3 of waste
will be produced and, by 2030, 4 345,000 m3 [32].

According to Lamas, methane (CH4) present in bio-
gas produced from the anaerobic treatment of sewage
waste, is approximately 21 times more damaging to the
atmosphere than carbon dioxide (CO2) [33]. Therefore,
the energy use of biogas becomes interesting, since
it reconciles the generation of renewable energy and
environmental sanitation.

Figure 5. Monthly average daily solar irradiation
(kWh/m2/day) on Ilhabela Island

On the other hand, according to the data obtained
from the Sérgio S. de Brito Solar and Wind Energy



62 INGENIUS N.◦ 20, july-december of 2018

Reference Center (CRESESB, in Portuguese) [34], Il-
habela has a solar irradiation pattern with intensity
variation depending on the season. February is the
month with the highest average solar radiation (5.56
kWh/m3/day) and June the month with the lowest
average, with only 3.92 kWh/m3/day. Figure 5 shows
the daily-monthly solar radiation.

2.2. Energy consumption of a BEV

In this study, BEV performance is analyzed in terms
of the fuel consumption rate (TCE). That is, the TCE
is calculated as the ratio between the power consumed
and the distance traveled [35]. Equation 1 is used for
this calculation.

TCE = Energy consumed (kWh)
Distance travelled (km) (1)

The lower the TCE, the better the energy efficiency.
The autonomy of the BEV is calculated with Equation
2.

Auto = Energy fully charged BEV (kWh)
TCE (kWh/km) (2)

The average distance traveled by a vehicle in Brazil
is similar to the one verified in the state of Louisiana
(USA), estimated at 35 km/day [36].

According to the projection of the Energy Research
Company (EPE, acronym in Portuguese) [37], EVs will
represent 1.7% of the national fleet by 2025, and 4.5%
by 2030.

The calculation of electrical consumption per km
in a BEV fleet can be calculated with Equation 3 [38].

CelEV B = PM × n×D × TCE (3)

Where:
PM – market penetration of the BEV;
n – total number of cars in the fleet considered;
D – average distance traveled by a BEV in the

period of one day;
TCE – electric consumption rate per km.

2.3. Energy analysis of the biogas plant

The environmental peculiarities of the place where
this project is intended to start require that the use
of biomass produces the least possible impact. Thus,
gas microturbine technology offers solutions with low
NOx emission rates, which represents a great impact
for the greenhouse effect. The manufacturer of the
Capstone 30 microturbine guarantees an NOx emis-
sion rate of less than 9 ppm in exhaust gases. Thus,
the environmental advantage obtained with the use of
this technology is evident, since compared to the tech-
nology of conventional internal combustion generating

groups (Otto cycle), these have an emission of 3000
ppm, [39].

For this study, the Capstone 30 microturbine is
selected, a model already used in other works with
biogas from wastewater from San Pablo – Brazil [40]
and in cogeneration processes [41]. The characteristics
of this turbine are presented in Table 1.

Table 1. Characteristics of the CAPSTONE C30 micro-
turbine [39]

Model C30
Power (kW) 30
Efficiency (%) 26

Exhaust gas flow (kg/s) 0,31
Exhaust temperature (◦C) 275

Heat Rate (MJ/kWh) 13,8

2.3.1. Biogas composition

The biogas generated from the anaerobic digestion
of biomass from wastewater has the composition pre-
sented in Table 2 [40].

Table 2. Composition of biogas

Component Volume (%) PCI
(kJ/kg)

CH4 66,5 50
CO2 30,5 -

O2 + N2 0,5 -
H2O 2,5 -
Total 100 22,2

2.3.2. Biogas production

According to França Junior [42], the average rate of
biogas generation is 170.9 m3 per 1000 m3 of treated
waste. Therefore, it is possible to calculate the bio-
gas values that can be obtained for the wastewater
treatment station (ETE) of Ilhabela with Equation 4.

mbiogas = txbiogas ×mresidue (4)

Where:
mbiogas – volume of biogas generated [m3/year];
txbiogas – average rate of biogas generation

(0,1079 m3 biogas/m3 residue);
mresidue – volume of treated waste [m3/year].

With the result of equation 4, the flow values in
[kg/s] can be obtained with Equation 5.

mbio = mbiogas × γbiogas

31 104 000(s/año) (5)

Where:
mbio – biogas flow [kg/s];
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mbiogas – volume of biogas generated [m3year];
γbiogas – specific mass of biogas with

composition 65 % CH4 y 35 % CO2
(1,1518 kg/Nm3) [43].

2.3.3. Energy analysis

The methodology adopted for the energy analysis of
the biogas plant is that used by Llerena [44]. This
analysis is detailed below step by step.

2.3.4. Control volume of the Brayton cycle

In Figure 6, the gas cycle is observed. This cycle has
a compressor, a combustion chamber, the turbine and
the heat exchanger.

Figure 6. Control volume of the Brayton cycle [41].

In this study the ISO conditions of the microturbine
of the GTW Handbook are maintained [45]. Consider-
ing that the efficiency of the electric generator is 95%,
the power is obtained in point 14 with Equation 6:

Ẇ14 = Pgenerator

ηgenerator
(6)

Where:
P – electric power in the generator [kW].

Now, the biogas flow is calculated with
Equation 7:

HR · P = PCIbiogas ·mbiogas (7)

Where:
HR – Heat Rate [MJ/kWh];
P – power at the turbine output [kW];
PCI – lower calorific value of biogas [kJ/kg];
M – biogas flow [kg/s].

With the flows of the biogas and the exhaust gases,
the air flow is calculated with Equation 8:

ṁ11 = ṁ6 − ṁbiogas (8)

2.3.5. Compressor control volume

According to Çengel and Boles [46] the compressors
have an isentropic efficiency that varies between 80
and 90%. In this study, the highest efficiency was used.

Point 9

The air flow at the compressor outlet is equal to the
air flow at the compressor inlet, so we have Equation
9:

ṁ9 = ṁ11 (9)

According to the GTW Handbook [45], the pres-
sure ratio is 4:1. With this data, the pressure in point
9 is calculated. For this, Equations 10 and 11 were used:

Pressure in point 9:

P9 = P11 ·Rp (10)

Relative pressure in point 9:

Pr9 = P11
P9

P11
(11)

With Equation 12, the enthalpy is obtained at point
9 [44].

h9 = h9s − h11

ηcpmp
+ h11 (12)

Point 12

According to Carvalho [47], there is a 3% loss in
the outlet pressure in the heat exchanger. According
to the same author, in the case of temperature, there
is a difference of 324 ◦C. Thus, the pressure and tem-
perature at point 12 are calculated with Equations 13
and 14, respectively.

Pressure in point 9:

P12 = P9 − (P9 · 0, 03) (13)

Temperature at point 9:

T12 = T9 + ∆T (14)

To calculate the air flow at point 12, Equation 15
was used.

ṁ12 = ṁ9 (15)
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2.3.6. Control volume of the combustion cham-
ber

Point 8

The flow of the exhaust gases at point 6 is equal
to the flow of gases at the outlet in the combustion
chamber. Thus, Equation 16 was used to calculate the
gas flow at point 8.

ṁ8 = ṁ6 (16)

According to Carvalho [47] there is a pressure loss
of 3% in the combustion chamber. Thus, Equation 17
was used to calculate the output pressure of the CC.

P8 = P12 − (P12 · 0, 03) (17)

According to Saravanamuttoo et al. [48], the CC
can have an efficiency of 99%. Now, with the law of
conservation of energy we have Equation 18

ṁ8 · ḣ8 = ṁ12 · ḣ12 + (PCIbiogas · ṁbiogas) · ηCC (18)

2.3.7. Turbine control volume

Point 13

For calculating pressures in the turbine, the same
air ratio as the compressor was considered. Thus, the
relative pressure at point 13 is calculated with Equa-
tion 19:

Pr13 = Pr8
P13

P8
(19)

The energy balance is calculated with Equation 20:

(h8 − h13a) · ṁ8 = Ẇ14 + (h9 − h11) · ṁ11

ηcomp
(20)

The efficiency of the turbine is calculated with
Equation 21.

ηturbine = Ẇgenerator

PCIbiogas · ṁbiogas
(21)

2.4. Sizing of the PV system

2.4.1. Calculation of the necessary photo-
voltaic power

Through the calculation of the nominal power (gen-
erated from solar radiation) necessary to meet the
average daily consumption of the loads, and with the
data of the energy supplied by the biogas plant, the
area of the solar panels to be installed can be esti-
mated.

This calculation shows, approximately, the capac-
ity of the system dimensioned to meet the demand,
supplying energy in equal quantity to that requested
by the loads (EV Fleet).

Through the application of Equation 22, the nom-
inal installed power required to meet the demand is
determined [49]:

PF V = E

nV nRHSP
Sf (22)

Where:
E – energy demand requested by the load;
Sf – safety factor for resistive and thermal losses

in photovoltaic cells, with an adopted value
of 1.15;

nv and nR – efficiencies of system components;
HSP – Peak-Sun-Hours.

The average daily solar irradiation can be referred
to in terms of “peak sun hours” (HSP). This value
refers to the equivalent number of daily hours that
a given region should undergo (1 kW/m2) to receive
the same amount of solar energy. Thus, the number of
HSP is numerically equal to that of the average solar
irradiation (kWh/m2.dia). With this value it is possi-
ble to estimate the total area to be occupied by the
photovoltaic modules. In this way, through the division
of installed power by the efficiency of the modules, the
resulting area is found [46]. Equation 23.

Atotal = PF V

Eff
(23)

Where:
Atotal – area of the modules (m2);
PFV – average power required (kW);
Eff – efficiency of the modules(%).

2.4.2. Costs of photovoltaic solar energy

In Brazil, the total installation cost is composed of
the following elements: PV modules (43%), inverters
(24%), physical structure and protections (16%) and
installation (17%) [50].

According to data from the Greener report [51],
the average price of installed kW of photovoltaic solar
energy in Brazil in 2017 was between 8 R$/kW, for
smaller systems, and 4.62 R$/kW for major systems.
Other values are in accordance with Table 3.

Table 3. Prices [45]

Power 2 4 8 12 30 50 75 150(kW)
Price 8 6,84 5,95 5,65 5,26 5,1 5,01 4,62(R$/W)
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3. Results and discussion

3.1. Analysis of energy consumption

Taking into account the fleet of 7041 automobiles, and
based on the projection of the EPE. By means of
the calculation of the TCE and with Equation 3, the
monthly energy consumption of the EV fleet can be
calculated, according to their degree of market pene-
tration. The results are presented in Table 4.

Table 4. Consumption of electric power of the BEV in
relation to market penetration

BEV N. of Average
market electric energy

penetration vehicles consumption
(kWh/month)

4% 282 46 327,21
2% 141 23 163,60

From Table 4 it can be seen that a higher EV
penetration means a higher energy demand. This in-
crease also represents a more powerful photovoltaic
solar plant and consequently a larger installation area
will be necessary.

3.2. Energy analysis of the biogas plant

The results of the energy analysis of the microturbine
using biogas are shown in Table 5.

Table 5. Summary of the energy analysis
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]

6 275 101,32 0,31 490
8 831,9 393 0,31 1167,15
9 184,3 405,3 0,3041 459,67
10 25 101,32 0,0059 -
11 25 101,32 0,3041 298,6
12 508 393,24 0,304 801,9
13 594,6 96,25 0,31 825,77

According to Table 5, the microturbine needs a
flow rate of 0.0059 kg/s of biogas to provide its nom-
inal power of 30 kW. With Equations 4 and 5, and
with the flow projections of 3 795 000 m3 /year in
2025 and 4 345 000 m3/year in 2030 in the Ilhabela
sewerage system, a production capacity of 0,0152 kg/s
in 2025 and 0.0174 kg/s of biogas in 2030 is reached,
with both values above the consumption need of the
microturbine, making this type of energy feasible from
the technical point of view.

Thus, with the biogas plant operating 18 hours a
day, at full capacity (30 kW) at times when there is no

solar irradiation, there is an average generation of 16
200 kWh/month. With this monthly energy value, and
with the energy consumption of the BEV fleet, accord-
ing to Table 6, the need for additional generation of
energy by the photovoltaic system was calculated (it
is considered that this system will work the remaining
6 hours).

Table 6. Energy to be served by the PV system, given the
operation regime of the biogas plant

BEV Energy Energy of the
market biogas PV solar system

penetration (kWh/month) (kWh/month)
4% 16 200,00 30 127,21
2% 16 200,00 6963,6

With the information presented in the previous
table, the PV systems suitable for the energy supply
in the two scenarios were sized.

3.3. Analysis of the sizing of the photovoltaic
plant

By means of Equation 22, the photovoltaic power
needed to supply the additional energy demand was
calculated to supplement the energy already provided
by the biogas system. Because it is an island, with
a tourist and ecological vocation, the area occupied
by photovoltaic generation is a very important factor
for the implementation of this technology. With Equa-
tion 23, and adopting an efficiency of 15% in the PV
modules, typical in models of polycrystalline silicon
technology available in the market, the total area of
installation of the modules was calculated. The results
are presented in Table 7.

Table 7. Power and area occupied by dimensioned PV
systems

BEV Power Installed
market (kW) area

penetration (m2)
4% 305,20 2 034,69
2% 70,54 470,30

For the same generation capacity in the biogas sys-
tem (30 kW), the area occupied by the PV system
grew by more than four times. Taking into account
the environmental impact caused by the occupation of
relevant portions of the area by the PV system, and
the possibility of distributed generation, the applica-
tion of this technology leads to a choice between the
construction of a larger photovoltaic plant or a larger
number of small plants, suitable for residential-sized
facilities.
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3.4. Analysis of installation costs

The cost of the biogas generator system with the Cap-
stone 30 microturbine, was already used in similar
works by Coelho [40], where a value of R$ 8568.62 per
installed kW was reached. Thus, the investment in a
complete 30 kW system with this type of technology
would cost R$ 257,058.60.

In relation to the photovoltaic plant, considering
the two options (centralized and distributed), and with
the current costs of the market, the investment for the
installation of this PV system were also calculated.
Adding these two costs, the total costs of the HPGS
was obtained, which are presented in Table 8.

Table 8. Total investment for the HPGS

% VEB Distributed PV Centralized PV
R$ Config. R$ Config.

4% 2 344 647 77 x 4 kW 1 667 096 2 x 150 kW
2% 739 583 18 x 4 kW 610 487 1 x 70 kW

4. Conclusions

Due to the peculiarities of being an island, its tourist
and ecological potential, renewable sources of energy
are the ideal solution for current and future energy
demands of Ilhabela, which will have to occur at some
point due to the challenges imposed by the advent of
BEV.

It is concluded that the installation of the biogas
plant is technically feasible, since the capacity of bio-
gas production on the island will be 0.0152 kg/s in
2025 and 0.0174 kg/s in 2030, that is, twice as much as
what is necessary for the plant to work at its maximum
capacity (0.0059 kg/s). The biogas plant will have a
production of 16 200 kWh/month.

From the photovoltaic plant it is concluded that, if
the fleet of electric vehicles is doubled, and the gener-
ation capacity of the biogas system is maintained (16
200 kWh/month), the installed power of the supple-
mentary PV system will increase by more than four
times its capacity, as well as its installation area. It
is also concluded that the adoption of centralized PV
systems led to a 28.9% reduction in total investment
in a more long-term scenario. In the scenario for 2025,
with 2% market penetration of the BEV, the option for
the centralized PV system led to a 17.5% reduction in
the total cost of installing the HPGS. These differences
in capital cost per watt installed between the larger
and smaller systems are due to the scale gains in the
PV equipment market.

Finally, if on the one hand, centralized photovoltaic
generation has a lower cost of installation, on the
other, distributed generation is a better promoter of
social development, by moving local labor and favoring

small businesses, in addition to the benefit of the com-
pensation of energy generated by users of residential
distributed generation, with significant reduction in
electricity expenses.
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Abstract Resumen
When studying human joints contact mechanics, sur-
face deformations are relevant as they enable a lubri-
cation flow channel that reduces wear. In order to
determine the validity of different methods to predict
surface displacements, these were applied to the dry
and static contact of healthy and prosthetic joints,
both for knee and hip joints. Three equivalent elastic
modulus for a simplified column model were evalu-
ated: elastic modulus for a layer solid, elastic modulus
for a semi-infinite solid (or Winkler elastic modulus)
and elastic modulus for a corrected semi-infinite solid.
A hertzian load was considered for all cases. The
results were compared with the solution of the elastic-
ity equations by means of the finite element method
(FEM). The results for the Young´s modulus, corre-
sponding to a material as a layer, are those that best
approximate the FEM prediction. It is also shown that
the Young´s module derived from the semi-infinite
approximation are inappropriate. Likewise, this work
allowed the training of an undergraduate student in
Computational Mechanics.

En el estudio de la mecánica de contacto de las articu-
laciones humanas, la deformación de las superficies en
contacto es fundamental porque posibilita un canal
por el que fluye el lubricante reduciendo el desgaste.
Para determinar la validez de las predicciones de los
desplazamientos de estas superficies a partir de distin-
tos métodos, estos se aplican al estudio del contacto
seco y estático de articulaciones de rodilla y de cadera,
sanas y protésicas. Aplicando una carga hertziana, se
evaluaron tres módulos elásticos equivalentes en un
modelo simplificado de columna: el correspondiente
a un sólido de pequeño espesor, el correspondiente a
un sólido semiinfinito o de Winkler y el correspondi-
ente a un sólido semiinfinito corregido. Los resultados
se contrastaron con la solución obtenida resolviendo
numéricamente las ecuaciones de elasticidad mediante
el método de elementos finitos (MEF). Los resulta-
dos para el módulo de Young correspondiente a un
material de pequeño espesor, son los que mejor se
aproximan a los obtenidos por el MEF. Se demuestra
también, que los módulos de Young derivados de la
aproximación de sólido semiinfinito son inapropia-
dos. Asimismo, con este trabajo se ha entrenado un
becario en las artes de la Mecánica Computacional.

Keywords: finite element, hip joint, knee joint, lineal
contact, lubrication, punctual contact.

Palabras clave: cadera, contacto lineal, contacto
puntual, elementos finitos, lubricación, rodilla.
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1. Introduction

The human knee and hip joints allow relative move-
ment between the bones that compose them, femur
and tibia in the first case, hip and femur in the second.

Wear is the main factor limiting the useful life of
knee and hip implants [1], and given the need for more
durable prostheses evidenced in the increase in revision
arthroplasties projected for the year 2030 [2, 3], the
study of the mechanics of joint contact becomes highly
important.

Both in healthy and prosthetic joints, joint surfaces
are lubricated by synovial fluid and the lubrication
regime depends, among other factors, on the deforma-
tion suffered by the joint surfaces in contact.

Numerous studies of lubricated contact in human
joints express the displacements suffered by joint sur-
faces by means of approximate models that simplify
the system of equations, reducing the computational
effort to solve them [4,5]. These models are valid for
low rigidity linear elastic and layer materials, in which
the dimension in the direction of the load is at least an
order of magnitude less than the other dimensions [6].
In this case, the displacement at a point on the surface
of the solid is assimilated to that of an isolated column
(not connected to its surroundings) of a material that
has elastic properties expressed through an elastic or
Young’s modulus, called an equivalent.

Three equivalent Young’s modulus can be men-
tioned, which can be included in the column displace-
ment models and which are analyzed and compared in
this work: the equivalent Young’s modulus that arises
from considering a layer solid [6], and two Young’s mod-
ulus named Winkler [7] and corrected semi-infinite
(SIC) both derived from considering a semi-infinite
solid.

In this work, representative cases of healthy and
prosthetic joints are evaluated, applying the three men-
tioned elastic modulus, and the results obtained are
compared with those provided by the solution of the
elastic problem in the material, through the resolution
of the differential linear elasticity equation, using nu-
merical calculation based on the finite element method
(FEM). This solution is assumed as the exact solu-
tion [8].

Although the joints of the knee and hip, healthy
and prosthetic, are lubricated by synovial fluid, they
are usually considered as a dry and static contact [9,10],
displaying, in some cases, pressure profiles which are
practically identical as those obtained from elastohy-
drodynamic models [11]. Therefore, in this work a
Hertzian load is applied in all cases.

All contact problems are inherently non-linear since
the contact area depends, in a non-linear way, on the
load [9, 12]. In the present work, a cylinder-on-plane
geometry (CoP, linear contact situation) equivalent to
the knee and a geometry of the sphere-on-plane type

(SoP, point contact situation) equivalent to the hip is
considered [13–15].

This article is the product of training activities in
the arts of Computational Mechanics of an advanced
student of the Bioengineering major, as a research ini-
tiation fellow for the main project in which this work
is inscribed.

2. Materials and methods

2.1. CoP model

The knee joint, both natural and prosthetic, can be
physically abstracted as a full cylindrical body in linear
contact with a hollow cylindrical body. In such an ab-
straction, the curvature in the medial-lateral direction
of the elements in contact (tibial and femoral com-
ponents) is neglected. Additionally, when the contact
region is small compared to the radius of the cylinders,
the contact between two rollers can be represented by
the contact of an equivalent roller and a plane. The
equivalent cylinder (see Figure 1) has the combined
curvature of the cylinders considered initially, that is,
in this case the radius R’ is obtained from the radii
of the femoral condyle (or femoral component, R2)
and the radius of the tibial plate (or tibial component,
R1). Figure 1b shows the equivalent representation
and the system of coordinate axes, with the x axis
coinciding with the anterior-posterior direction (and
movement of the knee), the y- axis coinciding with the
direction of application of the load and the z axis with
the medial-lateral direction.

The fundamental reason for this geometrical ap-
proximation is the possibility of proposing a flow model
in Cartesian coordinates for the elastic problem and
also in the case of lubricated contact [16, 17]. This
description is simpler to solve, not only analytically in
some cases, but also numerically.

The linear contact produces a state of flat defor-
mations independent of the medial-lateral direction.
In this work, H is defined as the length of a knee joint
in this direction (see Table 1).

According to the above, the knee joint can be mod-
eled as a non-deformable cylinder on a flat solid of low
rigidity as shown in Figure 1b. The thickness of the flat
solid will represent the joint thickness of the natural
cartilages in a healthy joint (see section 2.5). In the
case of the prosthetic joint, the deformable material is
ultra high molecular weight polyethylene (UHMWPE),
which has a modulus of elasticity of 100 times less
than that of the femoral component, since it is usually
made of a medical grade stainless titanium or steel
alloy (AISI 316L among others).
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(a)

(b)

Figure 1. (a) Total knee prosthesis [18].
(b) Equivalent representation in a CoP contact.

Table 1. Parameters used for the simulation of knee joints

Description Value
F Load 2,352 x 103[N]

H Material width assumed in the 0,03 [m]direction of the cylinder axis
R1 Radius of the femoral condyle 0,033 [m]
R2 Radius of the tibial plate 0,045 [m]
R’ Equivalent radius 0,1237 [m]
v1 Poisson’s ratio 0,4
P Load per unit length 78,400 x103 [N/m]

2.1.1. Hertzian load

The hertzian load acting on dry contact in Figure
1b [16] follows a semi-ellipse distribution for the spe-
cific load per unit area, as shown in Equation (1):

q(x) = q0
b

√
b2 − +x2 (1)

Where q0 is the maximum specific load per unit
area, acting in the center of the contact, that is, in the
center of the segment of length 2b, and is given by:

q0 =
[

P (R1 +R′)
π2(R1R′)(k1 + k2)

] 1
2

(2)

P is the load per unit length in the direction of the
cylinder axis. The value of P is given by the relation
between the total load F on the contact and the length
of the cylinder H:

P = F

H
(3)

The term (R1+R′)
(R1R′) it is taken as 1

R′ for tending R1
to infinity. The constants ki of Equation 2 contain
the properties of the linear elastic material: Young’s
modulus and Poisson’s ratio. Given the parameters in
Figure 1b, k2 is null, therefore:

k1 = 1 − v2
1

πE1
(4)

Finally, the load q0 is defined by:

q0 =
[

P

π2R′k1

] 1
2

(5)

The half-width b of the contact is given by:

b =

√
4P (k1 + k2R1R′)

R1 +R′
(6)

and taking into account the previous considerations

b =
√

4Pk1R′ (7)

where the radius R’ [16] is given by:

R′ = R1R2

R2 −R1
(8)

2.2. SoP model

The hip or coxofemoral joint can be physically ab-
stracted as a full spherical body in point contact with
a hollow spherical body as shown in Figure 2a. This
geometric model is usually called a ball-in-socket type
and is characterized by the radius of the femoral head
(convex spherical surface), the radius of the acetabu-
lum (concave spherical surface), and the space between
both surfaces (clearence c*). The equations that gov-
ern this model are expressed in spherical coordinates,
therefore, they require a 3-dimensional analysis [11].

An equivalent model, which allows for the expres-
sion of the governing equations in Cartesian coordi-
nates—and for the simplification of its resolution by
converting it into a problem in 2 dimensions—, is the
so-called “ball-on-plane” as shown in Figure 2b [19].

Both a healthy hip joint and a prosthetic joint can
be modeled geometrically as a sphere on a deformable
plane. This approach is valid when it comes to small
contact regions compared to the radius of the spher-
ical surfaces. The equivalent sphere has a R′ radius
which is obtained from the radius of the femoral head
(R2) and the inner radius of the acetabulum (R1), so
that the sphere in contact with the plane possesses the
combined curvature of the spheres of Figure 2a.
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(a)

(b)

Figure 2. The geometry has polar symmetry. (a) Total
hip prosthesis [18]. The femoral head and acetabulum are
highlighted in pink. (b) Equivalent representation in a SoP
contact.

Table 2. Parameters used for the simulation of hip joints

Healthy joint Prosthetic joint
P 2,352 x 103 [N] 2,352 x 103 [N]

R1 0,021 [m] 0,018 [m]
c* 400 [µm] 80 [mm]
R’ 1,07 [m] 4,1[µm]
n 0,4 0,4
E 10 [MPa] 1 [GPa]

2.2.1. Estimation of the load

For the determination of the charge on the dry contact
surface, the hertzian model was used for a sphere on a
plane.

q(r) = q0

b

√
b2 − r2 (9)

Where qo is the maximum load per unit area, acting
in the center of the circular contact surface of radius
b.

q0 = 3
2
P

b2π
(10)

P , in this case, is the total charge exerted on the
sphere. The radius b, is given by:

b = 3

√
3PR′
4K (11)

K being

K =
(

1 − v2
1

E1
+ 1 − v2

1
E2

)
(12)

Since E2 is 2 orders of magnitude greater than E1,
it could be assumed that E2 tends to infinity, so K
becomes:

K =
(

1 − v2
1

E1

)−1

(13)

2.3. Equivalent elastic modulus

2.3.1. Column model for layer material (PE)

This model is based on the assumption that the de-
formable material is composed of columns of cross
section to the load (see Figure 3) with differential
size. Each column is in lateral contact with columns of
the same characteristics, the tangential forces between
them being negligible [6].

Figure 3. Layer solid subject to a compression in the
direction of the layer.

Assuming the solid is a linear elastic, the relation-
ship between tensions (T ) and deformations (E) is
given by Hooke’s law which, in terms of the constants
of Lamé (µ and λ) and in indexical notation, is ex-
pressed:

Ti,k = 2µEi,k + λEj,jδi,k (14)

where δi,k is the Kronecker delta and E and T are
the tensors of deformations and tensions, respectively.
If it is assumed that the material considered is linear
elastic, of low stiffness and layer, loaded to compres-
sion in the direction of its thickness (direction y or 2
in indexes), then, the normal tension in the direction
y is much greater than the others, which can therefore
be neglected. Likewise, deformations other than the
relative shortening in the y direction are negligible.
Hooke’s law is:

Ty,y = (2µ+ λ)Ey,y (15)

which is equivalent to Hooke’s law for a single col-
umn of elastic modulus (2µ + λ), then (see Figure
1b):

Ey,y = − d

Alt
(16)

Ty,y = −p (17)
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Where p is the normal tension of the surfaces in
contact, d is the surface displacement and Alt is the
thickness of the low rigidity material.

p = (2µ+ λ) d

Alt
= E

′′

c

d

Alt
(18)

Where E′′

c is the equivalent elastic modulus, which
in terms of Young’s modulus (E1) and Poisson’s ratio
(v1) of the tibial component is expressed:

E
′′

c = E1(1 − v1)
(1 + v1)(1 − 2v1) (19)

2.3.2. Winkler equivalent elastic modulus (W)
and corrected semi-infinite solid (SIC)

The Winkler equivalent module arises from the case
of a solid limited by a plane and with infinite depth
in the direction normal to that plane. In this normal
direction, a distributed contact load acts on the plane,
which produces displacements at every point of the
solid. The elastic problem is described by a potential
function from which the tensions and, by virtue of
Hooke’s law, the displacements at each point are ob-
tained. The potential function or function of Airy, has
one expression for linear contact and another for point
contact.

For a load distribution, both for the case of linear
contact [16] and point contact [17], the combined dis-
placements of the surfaces that delimit two different
solids in contact, are equivalent to twice the displace-
ment of a solid with a «reduced» or «equivalent» elas-
tic modulus, which links the elastic properties of both
solids:

1
E′

= 1
2

[
1 − v2

1
E1

+ 1 − v2
1

E2

]
(20)

In the particular case in which both solids in con-
tact are equal, the equivalent modulus E′ takes the
expression (21) and it is called Winkler:

E
′

w = E1

1 − v2
1

(21)

The Winkler modulus is therefore applicable only
in the case of natural joints, where both surfaces cor-
respond to the articular cartilage and has been used
in scientific publications [7].

As previously discussed, in the case of prosthetic
joints, the modulus of elasticity of the femoral com-
ponent (E2) is 2 orders of magnitude greater than
E1, therefore the modulus of elasticity obtained from
Equation (20) is.

E
′

SIC ≈ 2E1

1 − v2
1

= 2E
′

w (22)

E
′

SIC is identified as elastic modulus of corrected
semi-infinite solid (SIC) since it is another particular
case of Equation (20).

Note that E′

W y E′

SIC are less than E′′

C for all val-
ues of E and v that are considered. Hence, one of the
objectives of this work is to determine the validity of
using E′

W , E′′

C and E′

SIC in a specific application.

2.4. Displacement models

To determine the displacement suffered by the surfaces
in each case to be analyzed, expression (18) was used,
for which the contact pressure is the specific load per
unit area q of the hertzian contact. In the case of the
knee prosthesis, the load varies longitudinally with
the coordinate transverse to the axis of the cylinder
(Equation 1), while for the hip joint, the load varies
radially (Equation 9). Thus, the displacements in each
case are:

d(x) = Alt

E
′′
i

q(x) (23)

d(r) = Alt

E
′′
i

q(r) (24)

Where d is the displacement of the surface and E′′

i

is the equivalent elastic modulus, which is varied for
the analysis between those obtained for: material of
layer (E′′

C), semi-infinite or Winkler solid (E′

W ) and
corrected semi-infinite solid (E′

SIC).

2.5. Parameters for the simulation of knee
joints

In the case of knee joints, the parameters shown in
Table 1 were used.

It is usually considered that the average maxi-
mum strength that a lower limb joint supports is
approximately three times the person’s body weight
in most daily activities such as walking, climbing
stairs and standing on one leg [20, 21]. Consider-
ing a person with a body mass (MC) of 80 kg, the
total load F on the contact area will be 2352 [N]
(F = MC[kg] × 3 × 9, 8[m/s2]). The load per unit
length P is calculated according to Equation (3), as-
suming that the cylinder length H is 0.03 [m].

For the healthy joint, the modulus of elasticity of
the articular cartilage is 10 MPa [22], and for the case of
the prosthetic joint, it is 1 GPa for the UHMWPE [19].
Both cartilage and UHMWPE have a Poisson’s ratio
of 0.4.

For this simulation, three thicknesses are used for
the deformable material: 1,2, 2 and 2,5 mm for the
joint thickness of both layers of cartilage [23] and 8, 10
and 12 mm for the case of the prosthetic joint made
of UHMWPE [24].
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2.6. Hip joint

In the case of hip joints, the parameters shown in Table
2 were used.

As in the case of the knee joint, a person with a
body mass (MC) of 80 kg is considered and the total
load borne by the joint is approximately 3 times the
body weight of the person [25].

It should be clarified that the constant c* is the
difference between the radius of the acetabulum and
the radius of the femoral head (R2 −R1).

For this simulation, three thicknesses are used for
the deformable material: 1,2, 2 and 2,5 mm for the
joint thickness of both layers of cartilage and 8, 10
and 12 mm for the case of the prosthetic joint made
of UHMWPE.

2.7. Obtaining results through FEM

The calculation by finite elements is done using the
Structural Mechanics module of the COMSOL Mul-
tiphysics 5.3 licensed software. The analyzed geome-
tries were discretized with Lagrangequadratic elements,
tetrahedral for the volumes and triangular for the sur-
faces. In any case and in the corresponding geome-
tries, the linear elasticity differential equation and the
compatibility equations, preloaded in the Structural
Mechanics module were solved using the MUMPS di-
rect solver, available in COMSOL Multiphysics. The
boundary conditions used are described below.

For the knee joint, the simulation is carried out in
a 2D domain (indicated in gray in Figure 4) since the
load does not vary in the direction of the axis of the
cylinder. The boundary conditions are established as
follows: the edges L1, L3, L4 and L5 are defined as
tension-free, L6 is fixed, that is, with zero displace-
ments, and at the edge L2 the acting tension is the
specific hertzian charge q(x) defined in Equation (1)
(Figure 4). It should be noted that the used domain is
larger than the sector of interest (the one limited by
L2), because the high Poisson’s ratio of the simulated
materials makes them act almost as incompressible,
deforming in the opposite direction at some points in
sections L1 and L3. Therefore, a larger domain allows
the simulation to comply with the imposed boundary
conditions.

Figure 4. Scheme of the domain for knee joint where the
elastic problem is solved through the FEM. The edges are
presented where different edge conditions are applied.

In the case of the hip joint, the simulation is per-
formed in a 3D domain (indicated in gray in Figure 5)
because the load varies radially.

For this case the base of the prism representing the
deformable material was fixed and the rest of the faces
are free of tensions, except the central circle, of diam-
eter 2b, where the load is exerted. There, the acting
tension is the specific hertzian charge q (r) defined in
Equation (9)..

Figure 5. Scheme of the domain for hip joint where the
elastic problem is solved through the FEM.

3. Results and discussion

3.1. Knee joint

For the case of the healthy joint, where two layers
of thin material are assumed to cover the femoral
condyles and the tibial plate, the results of displace-
ment of the surfaces in contact are shown in Figure 6.
It should be noted that the total displacements of both
coatings are equal to one of only two times the thick-
ness (see Equation 23). Therefore, the results shown
in Figure 6 correspond to a solid with the thickness of
two cartilages.

It is worth highlighting the positive displacements
predicted by the FEM solution taken as accurate shown
in Figure 6, due to the quasi-incompressibility of the
assumed material due to the high value of Poisson’s
ratio, as discussed in item 2.6.

While the simplified model with the Winkler equiv-
alent elastic modulus estimates displacements exces-
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sively greater than that those given by the FEM solu-
tion, the calculations using the corrected elastic mod-
ulus of semi-infinite solid underestimates them for the
analyzed cases. The results for the simplified model
with the equivalent elastic modulus corresponding to
the layer solid are the ones that have better approxi-
mation with respect to the values thrown by the FEM
solution, in Figure 6 the curves for PE and FEM are
superimposed.

In Table 3, the maximum displacements obtained
for each equivalent elastic modulus and the value ob-
tained by the FEM solution are shown. Table 4 shows
the percentage differences corresponding to Table 3,
always with respect to the FEM solution.

Figure 7 shows the results obtained for the case
of the knee prosthesis. Table 5 shows the maximum
displacements for each equivalent elastic modulus and
those obtained through FEM. Table 6 shows the cor-
responding percentage difference.

The overestimation of the displacements when the
Winkler equivalent Young’s modulus is used in the
case of the prosthesis is notewhorthy. This is because
this modulus of elasticity corresponds to a particular
case of the equivalent modulus of elasticity for a semi-
infinite solid in which both surfaces in contact have the
same mechanical properties, which does not happen in
prosthetic joints. However, the validity of the Winkler
modulus applied to healthy joints (Figure 6) can also
be questioned since it assumes a semi-infinite solid and
not a thin layer as it actually the case with natural
cartilages.

Table 3. Maximum displacement obtained by the FEM
and for the simplified model with each equivalent elastic
modulus considered for the natural knee joint

Maximum displacement [µm]
Alt [mm] MEF PE W SIC

1,5 109 108 196 98
2 145 144 260 130
2,5 182 181 326 163

Table 4. Percentage difference of PE, W and SIC results
compared to that obtained by FEM for natural knee joints

Percentage difference [%]
Alt [mm] PE W SIC

1,5 -0,91 79 -10,1
2 -0,69 79,3 -10,3
2,5 -0,55 78,6 -10,4

Figure 6. Comparison of the displacement curves of the
surfaces in contact obtained for each equivalent elastic
module, in contrast to the solution obtained by the FEM
in the case of a healthy joint.

Table 5. Maximum displacement obtained by FEM and for
the simplified model with each equivalent elastic modulus
considered in knee prosthesis

Maximum displacement [µm]
Alt [mm] MEF PE W SIC

8 68 58 104 52
10 80 72 130 65
12 92 87 156 78
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Figure 7. Comparison of the displacement curves of the
surfaces in contact obtained for each equivalent elastic
module, in contrast to the solution obtained by the FEM
in the case of a prosthetic joint.

The comparison of the results of Figures 6 and 7
also reveal the impoverishment of the approximation
of layer solid when the elastic modulus of the material

and the thickness of the material increase. It is worth
noting that UHMWPE’s Young’s modulus is 100 times
greater than that corresponding to natural cartilages.

Table 6. Percentage difference of PE, W and SIC results
compared to those obtained by FEM in knee prosthesis

Percentage difference [%]
Alt [mm] PE W SIC

8 -14,7 53 -23,6
10 -10 62,5 -18,75
12 -5,43 70 -15,21

3.2. Hip joint

For a healthy hip joint, where two coatings of equal
thickness are assumed for which the displacements are
added, the surfaces of Figures 8 to 10 were obtained.
Table 7 shows the maximum displacements obtained
by the simplified model and the different equivalent
Young’s modules considered, together with the results
obtained by the FEM. Table 8 shows the percentage
difference of the results of the simplified model with
respect to those obtained by the FEM.

Figures 8, 9 and 10 show that for the simplified
model, for the cases of layer material and corrected
semi-infinite solid, the results have a good approxima-
tion to those obtained by the FEM. In the case of the
equivalent elastic Winkler modulus, it is shown that
the displacement is highly overestimated. This is seen
more clearly in Table 8 where, for the layer material,
the approximate error is 5% by default with respect
to that estimated by the FEM, for the corrected semi-
finite material the error is close to 15%, also by default,
while for the Winkler elastic modulus the displacement
values are overestimated with a very high error, which
exceeds 70% (Table 9).

Table 7. Maximum displacement obtained by FEM and for
the simplified natural hip joint model with each equivalent
elastic modulus considered

Maximum displacement [µm]
Alt [mm] MEF PE W SIC

1,5 27,36 26,05 46,89 23,44
2 36,51 34,73 62,52 31,26
2,5 45,69 43,42 78,15 39,07
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Figure 8. Displacement surfaces obtained for each equivalent Young’s modulus and that correspond to the FEM, for
healthy natural joint. Alt = 1.5 mm. E = 10 MPa.

Figure 9. Displacement surfaces obtained for each equivalent Young’s modulus and that correspond to the FEM, for
healthy natural joint. Alt = 2 mm. E = 10 MPa.

Figure 10. Displacement surfaces obtained for each equivalent Young’s modulus and that correspond to the FEM, for
healthy natural joint. Alt = 2.5 mm. E = 10 MPa.
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Table 8. Percentage difference of PE, W and SIC results
compared to those obtained by FEM for natural hip joint

Alt [mm] Percentage difference [%]
PE W SIC

1,5 -4,78 71,39 -14,31
2 -4,87 71,23 -14,39
2,5 -4,97 71,05 -14,48

Table 9. Maximum displacement obtained by FEM and
for each equivalent elastic modulus considered for the case
of prosthetic joint

Alt [mm] Maximum displacement [mm]
MEF PE W SIC

8 15,37 12,69 22,85 11,42
10 20,11 15,87 28,56 14,28
12 24,82 19,04 34,27 17,14

Figures 11 to 13 show the results corresponding to
hip prostheses. In this case, discussions for healthy hip
articulation are also valid, except that the difference or
percentage error relationships are different. Comparing
the maximum displacements that occur in the center
of the contact, it is observed that for the layer and
corrected semi-infinite materials the results of the sim-
plified model differ around 20% and 30%, respectively,
by default with respect to that obtained through the
FEM. For the Winkler’s equivalent elastic modulus, on
the other hand, an error of 38% and 48% is presented
(Table 10). This is due to the fact that with the in-
crease of the thickness of the solid, the approximation
of semi-infinite solid is improved, while the SIC and the
layer approach worsen. In addition, the PE approach,
as in the case of the knee, is worsened by the increase
in the elastic modulus between the natural cartilage
and the UHMWPE of the prosthetic joint.

Table 10. Percentage difference of the PE, W and SIC
results with respect to that obtained by the FEM for the
case of prosthetic joint

Alt [mm] Percentage difference [%]
PE W SIC

8 -17,42 48,65 -25,68
10 -21,1 42,02 -28,99
12 -23,28 38,09 -30,96

4. Conclusions

An analysis of deformations has been presented from
the calculation of displacements of the surfaces of two
solids in charged contact, to evaluate the relevance
of using simplified models when constructing contact
models. The study was motivated by human joints,
where the displacement of surfaces in contact is fun-
damental to enable a lubrication flow that acts to
minimize wear.

For the prediction of the displacements, three equiv-
alent Young’s modulus were evaluated in a simplified
column model: for a layer solid, for a semi-infinite or
Winkler solid, and for a corrected semi-infinite solid.

The results obtained for the Young equivalent mod-
ule corresponding to a material of layer, are those that
better approximate those obtained by the FEM in
both geometries considered: linear contact (equivalent
to the knee) and point contact (equivalent to the hip).
However, the percentage differences with respect to the
FEM solution vary in each case and for each material
analyzed: natural cartilage (less than 5% in the hip
and less than 1% in the knee) or UHMWPE in the
prosthetic joint (less than 23, 3% in the hip and less
than 15% in the knee). These differences in all cases
are by default, which would not be a problem in itself
since underestimation puts the analysis on the safe
side.

It was demonstrated that the equivalent Young
modules derived from the semi-infinite solid approxi-
mation, such as the Winkler modulus and the SIC mod-
ulus, are inappropriate due to the excessive overesti-
mation of the calculated displacements obtained when
considering the first (greater than 38% and reaching
the 70% in several cases) and the underestimation of
the displacements when considering the second (higher
than 10% and reaching 30% in some cases). This, by
virtue of what was said in the previous paragraph, puts
the analysis at risk for the Winkler’s case since, in com-
plete lubrication models, there is a risk of predicting
separations between the surfaces in contact that are
greater than what would actually occur.

Finally, the work was very useful for the training in
the arts of Computational Mechanics of an advanced
student of the Bioengineering major, in their role as a
research fellow at Universidad Nacional de Entre Ríos,
Argentina.
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Figure 11. Displacement surfaces obtained for each equivalent Young’s modulus and that correspond to the FEM, for
prosthetic articulation. Alt = 8 mm. E = 1 GPa.

Figure 12. Displacement surfaces obtained for each equivalent Young’s modulus and that correspond to the FEM, for
prosthetic articulation. Alt = 10 mm. E = 1 GPa.

Figure 13. Displacement surfaces obtained for each equivalent Young’s modulus and that correspond to the FEM, for
prosthetic articulation. Alt = 12 mm. E = 1 GPa.
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Abstract Resumen
The selection of material for an automotive com-
ponent is a complex process, because it involves an
exploration of the main criteria according to the prop-
erties required by the component to be designed. The
purpose of this study is to evaluate an alternative ma-
terial in the manufacture of a brake disc in light SUV
type vehicles, using multi-criteria methods; five can-
didate materials are taken into consideration for the
desired application (Ti6Al4V, Al10Si C, AISI 304L,
ASTM A 536 and ASTM A48). The multi-criteria
methods (MCDM) used are: VIKOR - multidisci-
plinary optimization and compromise solution; ELEC-
TRE I - elimination and options that reflect reality;
COPRAS - proportional complex evaluation; ARAS -
additive ratio evaluation; MOORA - multi-objective
optimization based on radius analysis and the EN-
TROPIA method used for the weighting of criteria.
It is concluded that the best alternative is the ASTM
A536 material according to the COPRAS, ELECTRE
I, and ARAS methods due to its low density, a high
elastic limit and a good resistance to compression;
the second option is ASTM A48 according to VIKOR
and MOORA.

La selección de material para un componente auto-
motor es un proceso complejo, porque implica una
exploración de los principales criterios de acuerdo
con las propiedades exigidas por el componente a
diseñar. El presente estudio tiene como objetivo eva-
luar un material alterno en la fabricación de un disco
de freno en vehículos livianos tipo SUV, a partir
de los métodos multicriterio; para lo cual se toman
en consideración cinco materiales candidatos para la
aplicación deseada (Ti6Al4V, Al10Si C, AISI 304L,
ASTM A 536 y ASTM A48). Los métodos multi-
criterio (MCDM) empleados son: VIKOR – la opti-
mización multidisciplinar y solución de compromiso;
ELECTRE I – eliminación y opciones que reflejan
la realidad; COPRAS – evaluación compleja propor-
cional; ARAS – evaluación de relación de aditivos;
MOORA – optimización multiobjetivo basado en el
análisis de radios y el método ENTROPÍA que se em-
plea para la ponderación de los criterios. Se obtiene
que la mejor alternativa es el material ASTM A536
según los métodos COPRAS, ELECTRE I, y ARAS
por su baja densidad, un alto límite elástico y una
buena resistencia a la compresión; en segunda opción
es el ASTM A48 según VIKOR y MOORA.

Keywords: brake disc, multi-criteria methods,
MCDM.

Palabras clave: disco de freno, métodos multicrite-
rio, MCDM.
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1. Introduction

In the development of the automotive industry, brakes
are one of the main safety devices, therefore, the mate-
rials to be selected must have the appropriate physical
and mechanical properties for optimum performance
of the brake disc.

The formation of thermal cracks in the materials
used in brake discs depends on thermal fatigue or
very severe thermal stresses, produced by the varia-
tion of temperature during braking and environmental
operating conditions [1]. During braking, the kinetic
and potential energy is converted into thermal energy,
therefore, it is necessary to know the temperature and
thermal stress in braking [2]. It is necessary to inves-
tigate the use of new materials that improve braking
efficiency and provide greater stability and safety to
the vehicle [3]. It is important to select a lightweight
alternative material to cast iron which to reduce fuel
consumption, depending on its specific weight [4].

The Hierarchical Analytical Process method is used
for the environmental evaluation in the selection of
composite materials for automotive components, be-
cause the available data are difficult to quantify and the
characteristics to be evaluated are intangible in an ana-
lytical model [5] A systematic and efficient approach to
the selection of materials is necessary in order to select
the best alternative for a specific engineering applica-
tion [6]. Multicriteria methods such as COPRAS (Com-
plex Proportional Assessment), VIKOR (from Serbian:
VIseKriterijumska Optimizacija I Kompromisno Re-
senje,: Multicriteria Optimization and Compromise
Solution), ELECTRE I (Elimination and Choice Ex-
pressing the Reality), ARAS (additive ratio assess-
ment), MOORA (multi-objective optimization on the
basis of ratio analysis) and ENTROPIA which is used
to calculate the weight of each criterion, have proven
to be adequate methods to validate the selection of
materials [5, 6].

In the last 3 years the demand in Ecuador for SUVs
of the Chevrolet brand has increased by 7%, with the
Suzuki Grand Vitara Sz 2.0 being the fifth most sold
vehicle in the country, according to the Association
of Automotive Companies of Ecuador [7]. Taking into
account that Ecuador is encouraging the inclusion of
national products, it is important to select an existing
material in the country for the manufacture of the
brake disc along with the cost/benefit analysis. The
objective of this study is to evaluate an alternative
material in the manufacture of a brake disc in light
SUV type vehicles, through the COPRAS, VIKOR,
ELECTRE I, ARAS, MOORA and ENTROPIA mul-
ticriteria methods.

2. Materials and methods

2.1. Definition of the problem

Different types of alloys for the design and manufac-
ture of brake discs in the automotive industry have
been developed, because they must meet extremely
high parameters, as this device works at high degrees
of wear and temperature.

Gray cast iron discs have better wear resistance
than alloy or Ti compounds, however, the addition
of hard particles to a Ti based compound can sub-
stantially improve wear resistance [8]. The analysis
of the mechanical properties between an aluminum
alloy, cast iron, titanium alloy, ceramic materials and
compounds resulted in the most appropriate material
for the manufacture of a brake disc to an aluminum
alloy [9]. An alternative to metals are composite ma-
terials such as high-strength fiber glass, which has
greater wear resistance and lighter weight [10].

Thermal conductivity is among the important prop-
erties that the selected material must have. A high
value allows heat to be dissipated quickly and a high
thermal expansion coefficient allows a good thermal ex-
pansion when exposing the brake disc to a temperature
variation.

In addition a good elastic limit, Young’s modulus
and a Poisson’s coefficient will allow to support high
tensions without suffering permanent deformations in
the disk. A high value of resistance to compression,
traction and Brinell hardness, will prevent the material
from fracturing due to the forces produced by the jaws
at the time of braking. To reduce the consumption
of the vehicle it is necessary to reduce the weight of
the vehicle, for this reason the brake disc must have a
low density. It is important to carry out a cost-benefit
analysis of the selected material.

Taking all these criteria into account, the candidate
materials for the manufacture of brake discs in Ecuador
are the following: Ti6Al4V (titanium alloy, number 1),
Al10Si C (aluminum alloy or Duralcan, number 2),
AISI 304L (stainless steel, number 3), ASTM A536
(nodular gray cast iron, number 4) and ASTM A48
(pearl gray cast iron, number 5).

2.2. Multi-criteria methods. Pondering crite-
ria

The multicriteria methods used are COPRAS, VIKOR,
ELECTRE I, ARAS and MOORA. The calculation
of the weights of each criterion is done through the
Entropy method, in order to have objective results
since it assumes that a criterion has greater weight
when there is greater diversity in the evaluation of
each alternative.
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2.2.1. Entropy method

Entropy measures the uncertainty in the information
formulated using the theory of probability. It indicates
that a broad distribution represents more uncertainty
than a distribution with pronounced peaks. The En-
tropy method is calculated in the following steps [11]:

Step 1: Construction of the decision matrix.

r =


r11 r12 · · · r1n

r21 r22 · · · r2n

...
...

. . .
...

rm1 rm2 · · · rmn


Step 2: Calculation of the normalized decision ma-

trix Pij , the objective of normalization is to obtain
values without dimensions of different criteria to make
comparisons between them [11]. It is calculated using
equation (1).

Pij = xij∑m
i=1 xij

(1)

Step 3: Calculation of entropy Ej , by means of
equation (2)

Ej = −k

(
m∑

i=1
pij ln(pij)

)
t = 1, 2, 3, . . . , n.

(2)

Where k = 1
ln m it is a constant that guarantees

0 ≤ Ej ≤ 1 and m is the number of alternatives.

Step 4: Calculation of criterion diversity Dj , equa-
tion (3) allows this parameter to be calculated.

Dj = 1− Ej (3)

Step 5: Calculation of the normalized weight of
each criterion Wj , by means of equation (4).

Wj = Dj∑m
i=1 Dj

(4)

2.2.2. COPRAS method

The COPRAS method selects the best decision alter-
natives considering the ideal and worst-ideal solutions,
in a classification and step-by-step evaluation of the
alternatives in terms of their importance and degree
of utility. The algorithm of the COPRAS method
consists of the following steps [12]:

Step 1: Calculation of the normalized decision ma-
trix x∗ij , through equation (5).

x∗ij = xij∑m
i=1 xij

(5)

Step 2: Determine the weighted normalized decision
matrix Dij , according to equation (6).

Dij = x∗ij ·wj =


w1r11 w2r12 · · · wnr1n

w1r21 w2r22 · · · wnr2n

...
...

. . .
...

w1rm1 w2rm2 · · · wnrmn

 (6)

Where x∗ij is the normalized performance value of
ith alternatives in jth criteria and wj is the weight
associated to the jth criteria.

Step 3: The sums Si+ and Si− of the weighted nor-
malized values are calculated for both the beneficial
and non-beneficial criteria, respectively. These sums
Si+ and Si− are calculated by means of equations (7)
and (8) respectively.

Sii+ =
k∑

k=1
Dij (7)

Sii− =
k∑

k=1
Dij (8)

Step 4: Determine the relative importance of the
alternatives Qi through equation (9).

Qi = Si +
∑m

j=1 Si−

Si−
∑m

j=1
1

Si−

(9)

The relative importance Qi of an alternative shows
the degree of satisfaction achieved by this alternative.

Step 5: Calculation of the yield index Pi of each
alternative, using the following equation (10).

P1 = Qi

Qmax
× 100 (10)

Where Qmax is the maximum value of relative im-
portance. The value of the performance index Pi is
used to obtain a complete classification of the candi-
date alternatives.

2.2.3. VIKOR method

The basic concept of VIKOR is to first define the ideal
positive and negative solutions. The positive ideal so-
lution indicates the alternative with the highest value
(score of 100) while the ideal negative solution indi-
cates the alternative with the lowest value (score of 0).
The VIKOR commitment algorithm has the following
steps [13]:

Step 1: Define the initial decision matrix Xij .

Xij =


x11 x12 · · · x1n

x21 x22 · · · x2n

...
...

. . .
...

xm1 xm2 · · · xmn
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Step 2: Calculation of the normalized initial deci-
sion matrix fij , using equation (11).

fij = xij√∑m
i=1 x2

ij

(11)

Step 3: Determine the best f∗i and the worst f−i
value of all the criteria functions of each alternative.
By means of equations (12) and (13) respectively.

f∗i = maxj fij

i = 1, 2, 3, . . . , m
(12)

f−i = minj fij

i = 1, 2, 3, . . . , m
(13)

Step 4: Calculation of the distance from each value
to the positive ideal solution Si and the distance from
each value to the ideal negative solution Ri, by means
of equation (14) and (15) respectively.

Si =
n∑
j

Wi
f∗i − fij

f∗i − f−i
(14)

Ri = Maxj
Wif

∗
i − fij

f∗i − f−i
(15)

Step 5: Calculation of the values Ii, para i =
1, . . . , I is defined by equation (16).

Ii = v

[
si − s∗

s− − s∗

]
+ (1− v)

[
Ri −R∗

R− −R∗

]
(16)

Where S∗ = Min Si, S− = Max Si, R∗ = Min Ri,
R− = Max Ri, and v is a weighting reference (v > 0.5).
(Ri−R∗)
(R−−R∗) , represents the distance of the ideal negative
solution of ith values.

Step 6: The ranking is determined, the highest
value is the best alternative

2.2.4. ELECTRE I Method

The ELECTRE I method has the ability to handle
discrete quantitative and qualitative criteria and pro-
vides a complete order of alternatives. The limitation
is replaced by the concordance and discordance of
the matrix index. The procedure of the ELECTRE I
method is as follows [14]:

Step 1: Define the initial decision matrix rij .

rij =


r11 r12 · · · r1n

r21 r22 · · · r2n

...
...

. . .
...

rm1 rm2 · · · rmn



Step 2: Normalization of the decision matrix, this
process will allow transforming different scales and
units among several common criteria that allow com-
parisons accross criteria, according to equation (17).

Rij = rij√∑m
i=1 rij

2
(17)

PStep 3: Construction of the normalized weighted
decision matrix Vij . For which the normalized decision
matrix Rij is multiplied with its respective weight,
expressed in equation (18).

Vij = Wi ×Rij (18)

Vij =


W1r11 W2r12 · · · Wnr1n

W2r21 W2r22 · · · Wnr2n

...
...

. . .
...

Wnrm1 Wnrm2 · · · Wnrmn


Step 4: Calculation of the intervals of agreement

(Cab) and disagreement (Dab), that is, Cab indicates
the most preferable alternative and Dab indicates the
least preferable alternative. Equations (19) and (20)
are used respectively.

Cab = {j|xaj ≥ xbj} (19)

Dab = {j|xaj ≤ xbj} = j − Cab (20)

Step 5: Determination of the agreement interval
matrix Cab, which is obtained by adding the weights
to the weights associated with the criteria in which the
alternative i is better than the alternative j or vice
versa; in case of a tie, half of the weight is assigned to
each of the alternatives according to equation (21).

Cab =
∑

j=Cab

Wj (21)

Step 6: Determination of the discordance index ma-
trix Dab, which is calculated as the largest difference
between the criteria for which the alternatives i is dom-
inated by the j, then dividing by the greater difference
in absolute value between the results obtained by the
alternative i and j, according to equation (22).

Dab =
(

max
j∈Dab

)
|Vaj − Vbj |(

max
j∈J,m,n∈I

)
|Vmj − Vnj |

(22)

Step 7: Calculation of the maximum threshold c̄ for
the concordance index and the maximum threshold d̄
for the discordance index, by means of equations (23)
and (24) respectively.

c̄ =
m∑

a=1

m∑
b

c(a, b)
m(m− 1) (23)
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d̄ =
m∑

a=1

m∑
b

c(a, b)
m(m− 1) (24)

Step 8: Calculation of the dominant concordance
matrix. Once the concordance indexes and the mini-
mum agreement threshold have been determined, the
dominant agreement matrix is calculated with the fol-
lowing condition:

cdij

{
e(a, b) = 1 si c(a, b) ≥ c̄

e(a, b) = 0 si c(a, b) < c̄

Step 9: Calculation of the dominant discordant ma-
trix. In the same way as the previous one, the values of
the matrix of dominant discordance are obtained from
the matrix of discordance index and the maximum
threshold of discordance d̄. By the following condition.

ddij

{
f(a, b) = 1 si d(a, b) ≥ d̄

f(a, b) = 0 si d(a, b) < d̄

Step 10: Calculation of the upper and lower net
value Ca and Da, by means of equations (25) and (26)
respectively.

Ca =
n∑

b=1
c(a,b) −

n∑
b=1

c(b,a) (25)

Da =
n∑

b=1
d(a,b) −

n∑
b=1

d(b,a) (26)

Where Ca is the sum of the competitive superi-
ority number of all the alternatives and Da is used
to determine the inferiority number by classifying the
alternatives.

2.2.5. ARAS method

The ARAS method determines the complex relative
efficiency of a feasible alternative that is directly
proportional to the relative effect of the values and
weights of the main criteria considered. Based on the
theory of utility and the quantitative method. The
steps of this method are the following [15].

Step 1: Conformation of the decision matrix Xij ,

Xij =


x11 x12 · · · x1n

x21 x22 · · · x2n

...
...

. . .
...

xm1 xm2 · · · xmn


Step 2: Calculation of the normalized decision ma-

trix (Xij), taking into account the beneficial values
calculated with equation (27).

Xij = xij∑m
i=0 Xij

(27)

X̄ij =


x̄11 x̄12 · · · x̄1n

x̄21 x̄22 · · · x̄2n

...
...

. . .
...

x̄m1 x̄m2 · · · x̄mn


The non-beneficial criteria are calculated by means

of equation (28).

Xij = 1
X∗ij

; Xij = xij∑Xij

i=0
(28)

Step 3: Calculation of the weighted normalized
decision matrix is done with equation (29).

X̂ij = X̄ij ×Wj (29)

X̂ij =


x̂11 x̂12 · · · x̂1n

x̂21 x̂22 · · · x̂2n

...
...

. . .
...

x̂m1 x̂m2 · · · x̂mn


The weight values Wj are determined by the En-

tropy method.
Where Wj is the criterion weight j and X̄ij it is

the standardized classification of each criterion.

Step 4: Calculation of the optimization function Si

using equation (30).

Si =
n∑

j=1
X̂ij (30)

Where Si is the value of the optimization function
of the alternative i. This calculation has a directly
proportional relationship with the process of the values
Xij and weights Wj of the criteria investigated and
their relative influence on the final result.

Step 5: Calculation of the degree of utility. This
degree is determined by comparing the variant that is
under analysis with the best So, according to equation
(31).

Ki = si

so
(31)

Where Si and So are the values of the optimization
function. These values range from 0% to 100%, there-
fore the alternative with the highest Ki is the best of
the alternatives analyzed.
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2.2.6. MOORA method

The MOORA method begins from reference points.
These references will be the highest evaluation of
the radius vector of alternatives with respect to each
criterion, whether maximum or minimum. The steps
of this method are described as follows [16].

Step 1: Determination of the initial decision matrix
Xij .

Xij =


x11 x12 · · · x1n

x21 x22 · · · x2n

...
...

. . .
...

xm1 xm2 · · · xmn


Step 2: Calculation of the radius matrix of the form

Xij = [(xij)] to normalize the initial decision matrix,
equation (32) is used.

Xij = xij√∑m
i=1 x2

ij

(32)

Step 3: The weight vector of the criteria is defined.

W = |W1 W2 W3 . . . Wn|

Step 4: Calculation of the matrix normalized by
weights. It is weighted by multiplying the standardized
deduction matrix by the weights of each criterion.

Step 5: The aggregation function is determined to
evaluate each alternative S(xi), using equation (33).

S(xi) =
h∑

i=1
Xij −

h∑
i=h+1

Xij (33)

Where i = 1, 2, 3, . . . , h corresponds to the criteria
cataloged as a maximum; i = h + 1, h + 2, . . . n corre-
sponds to the criteria cataloged as a minimum.

Step 6: The preference ranking is determined. The
best alternative is the one with the highest S(xi) value.

3. Results and discussion

3.1. Application of the entropy method

The candidate materials and the criteria under analysis
are shown in Table 1. The properties of the alterna-
tives are: density (A), price (B), Young’s modulus (C),
elastic limit (D), Poisson’s radius (E), tensile strength
(F), compressive strength (G), Brinell hardness (H),
thermal conductivity (I) and coefficient of thermal
expansion (J). The Entropy method is applied for the
weighting criteria, in order to obtain objective weights
at the time of the evaluation, since it is based on de-
fined mathematical models; unlike the AHP method
that is based on expert criteria applied by [14].

Table 2 shows the normalized decision matrix of
the Entropy method, which is calculated according to
equation (1). The values of the entropy Ej of each va-
riable, the diversity of criteria (Dj) and the normalized
weights of each criterion (Wj) are indicated in Table
3, according to equations (2), (3) and (4) respectively.

Table 1. Evaluation matrix

Young’s Elastic Poisson’s Tensile Compression Brinell Thermal Coefficient

Material Density Price modulus limit radius strength resistance hardness conductivity of thermal
(kg/m3) (USD/kg) (GPa) (MPa) Poisson (MPa) (MPa) (HV) (W/m◦C) expansion

(µstrain/◦C)
A B C D E F G H I J

Ti6Al4V 4430 27.5 115 898 0.349 620 848 347 8.91 9.1
Al10SiC 2770 8.29 88 358 0.32 372 358 118 148 18

AISI 304L 7980 4.53 205 310 0.275 620 310 210 16 18
ASTM A536 7150 0.67 173 339 0.28 500 351 217 41 12.5
ASTM A48 7200 0.67 120 149 0.265 250 170 252 46 13

Table 2. Normalized decision matrix Pij

A B C D E F G H I J
0.150 0.660 0.164 0.437 0.234 0.262 0.416 0.303 0.034 0.128
0.093 0.199 0.125 0.174 0.214 0.157 0.175 0.103 0.569 0.255
0.270 0.108 0.292 0.150 0.184 0.262 0.152 0.183 0.061 0.255
0.242 0.016 0.246 0.165 0.188 0.211 0.172 0.189 0.157 0.177
0.243 0.016 0.171 0.072 0.178 0.105 0.083 0.220 0.177 0.184
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Table 3. Calculation Ei, Dj and Wj according to the Entropy method

Criteria Ei Dj Wj

A 0.961 0.038 0.038
B 0.602 0.397 0.399
C 0.971 0.028 0.028
D 0.894 0.105 0.106
E 0.996 0.003 0.003
F 0.969 0.030 0.031
G 0.911 0.088 0.088
H 0.966 0.033 0.033
I 0.749 0.250 0.251
J 0.981 0.018 0.019

3.2. COPRAS

The normalized decision matrix (x∗ij), is calculated
with equation (5), while the normalized matrix by
weight (Dij) is calculated according to equation (6)
represented in Table 4. The sum of the weighted nor-
malized values (Si+), (Si−) the relative importance
(Qi) shows the degree of satisfaction of an alternative
and the performance index (Pi) that determines the

ranking of candidate materials for the manufacture of
a brake disc, are calculated with equations (7), (8), (9)
and (10) respectively and all these calculations are in-
dicated in Table 5, where the best material is 4 (ASTM
A536) due to the selection of the best decision alter-
natives related to Young’s modulus (C), elastic limit
(D), Poisson radius (E), tensile-compression resistance
(F and G), hardness (H) and thermal conductivity (I).

Table 4. Standard decision matrix of weights Dij of the COPRAS method

Material A B C D E F G H I J
1 0.005 0.263 0.004 0.046 0.0008 0.008 0.037 0.010 0.008 0.002
2 0.003 0.079 0.003 0.018 0.0007 0.004 0.015 0.003 0.143 0.004
3 0.010 0.043 0.008 0.016 0.0006 0.008 0.013 0.006 0.015 0.004
4 0.009 0.006 0.007 0.017 0.0007 0.006 0.015 0.006 0.039 0.003
5 0.009 0.006 0.004 0.007 0.0006 0.003 0.007 0.007 0.044 0.003

Table 5. Calculation Si+, Si−, Qi, Pi and COPRAS Ranking

Material Si+ Si− Qi Pi Ranking
1 0.118 0.269 0.128 47.68 4
2 0.195 0.083 0.227 84.65 3
3 0.073 0.053 0.123 45.93 5
4 0.096 0.015 0.269 100.0 1
5 0.079 0.015 0.251 93.35 2

3.3. VIKOR

The normalized initial decision matrix fij is presented
in Table 6, these values are obtained by means of equa-
tion (11). The best and worst value is determined with
equations (12) and (13) respectively, which is shown
in Table 7. The values of the distance from each value
to the positive solution (Si), is calculated according to

equation (14), is indicated in Table 8 and the distance
to the ideal negative solution (Ri), is calculated with
the equation (15), which is shown in Table 9. The value
of (Ii) is obtained by equation (16), the highest value
of (Ii) determines the best material in this case is an
ASTM A48 (number 5). These values are indicated in
Table 10, due to their low density (A), low Poisson
radius (E) and high Brinell hardness (H).
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Table 6. Normalized decision matrix Fij with the VIKOR method

Material A B C D E F G H I J
1 0.318 0.945 0.351 0.831 0.521 0.561 0.810 0.645 0.055 0.280
2 0.198 0.284 0.268 0.331 0.477 0.336 0.342 0.219 0.917 0.553
3 0.573 0.155 0.625 0.286 0.410 0.561 0.296 0.390 0.099 0.553
4 0.513 0.023 0.528 0.313 0.418 0.452 0.335 0.403 0.254 0.384
5 0.517 0.023 0.366 0.137 0.395 0.226 0.162 0.468 0.285 0.400

Table 7. Ideal and non-ideal solution according to VIKOR

A B C D E F G H I J
fi* 0.573 0.945 0.625 0.831 0.521 0.561 0.810 0.645 0.917 0.553
fi- 0.198 0.023 0.268 0.137 0.395 0.0226 0.162 0.219 0.055 0.280

Table 8. Calculations Si, Simax and Simin

Material Si Simax Simin

1 0.319

0.864 0.319
2 0.548
3 0.757
4 0.795
5 0.864

Table 9. Calculations Ri, Rimax and Rimin

Material Ri+ Rimax Ri− Rimin

1 0.251

0.399

0.000

0.000
2 0.285 0.000
3 0.341 0.000
4 0.399 0.002
5 0.399 0.003

Table 10. Calculations of Ii for v =0.5 and VIKOR Ranking

Material Ii Ranking
1 0.315 5
2 0.568 4
3 0.830 3
4 0.936 2
5 1.000 1

3.4. ELECTRE I

The data of the initial decision matrix is tabulated
in Table 1 and the weighted standard decision matrix
(Vij) is obtained using equation (18), said values are
indicated in Table 11. The matrix of concordance inter-

vals (Cab), is calculated according to equation (19) and
is shown in Table 12. By means of equation (20) the
matrix values of discordance intervals (Dab) are calcu-
lated, which are tabulated in Table 13. The maximum
threshold (c̄) for the concordance index, is determined
with equation (23) and the dominant concordance
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matrix (cdij) is represented in Table 14. While the
maximum threshold for the discordance index (d̄), is
calculated according to equation (24), tabulated in
Table 15 and the jarring matrix (ddij) is shown in
Table 16. Finally, the upper and lower net value (Ca)
and (Cb), is obtained according to equations (25) and

(26) respectively, these values are indicated in Table 17.
The material with the best score is ASTM A536. The
materials with the best score are the Al10SiC (number
2) and the ASTM A536 (number 4), with thermal con-
ductivity (I), elastic limit (D) and tensile-compression
resistance (F and G) as determining factors.

Table 11. Weighted normalized decision matrix Vij according to ELECTRE I

Material A B C D E F G H I J
1 0.026 0.021 0.009 0.088 0.001 0.017 0.071 0.021 0.013 0.005
2 0.030 0.285 0.007 0.035 0.001 0.010 0.030 0.007 0.231 0.010
3 0.016 0.337 0.017 0.030 0.001 0.017 0.026 0.013 0.025 0.010
4 0.018 0.390 0.015 0.033 0.001 0.014 0.029 0.013 0.064 0.007
5 0.018 0.390 0.010 0.014 0.001 0.007 0.014 0.015 0.071 0.007

Table 12. Interval concordance matrix Cab

Alt. 1 Alt. 2 Alt. 3 Alt. 4 Alt. 5
Alt. 1 0.000 0.291 0.285 0.301 0.301
Alt. 2 0.708 0.000 0.498 0.507 0.539
Alt. 3 0.714 0.501 0.000 0.078 0.275
Alt. 4 0.698 0.492 0.921 0.000 0.496
Alt. 5 0.698 0.461 0.724 0.504 0.000

Table 13. Array of discrepancy intervals Dab

Alt. 1 Alt. 2 Alt. 3 Alt. 4 Alt. 5
Alt. 1 0.000 0.201 0.183 0.149 0.199
Alt. 2 1.000 0.000 1.000 1.000 1.000
Alt. 3 1.000 0.250 0.000 0.063 0.337
Alt. 4 1.000 0.626 1.000 0.000 1.000
Alt. 5 1.000 0.656 1.000 0.418 0.000

Table 14. Dominant concordance matrix cdij and concordance threshold c̄

Alt. 1 Alt. 2 Alt. 3 Alt. 4 Alt. 5 c̄
Alt. 1 0.000 0.000 0.000 0.000 0.000

0.5
Alt. 2 1.000 0.000 0.000 1.000 1.000
Alt. 3 1.000 1.000 0.000 0.000 0.000
Alt. 4 1.000 0.000 1.000 0.000 0.000
Alt. 5 1.000 0.000 1.000 1.000 0.000

Table 15. Dominant disagreement matrix ddij and discordance threshold d̄

Alt. 1 Alt. 2 Alt. 3 Alt.4 Alt. 5 d̄
Alt. 1 1.000 1.000 1.000 1.000 1.000

0.654
Alt. 2 0.000 1.000 0.000 0.000 0.000
Alt. 3 0.000 1.000 1.000 1.000 1.000
Alt. 4 0.000 1.000 0.000 1.000 0.000
Alt. 5 0.000 0.000 0.000 1.000 1.000
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Table 16. Matrix of aggregate dominance (concordance-discordant) acdij

Alt. 1 Alt. 2 Alt. 3 Alt.4 Alt. 5
Alt. 1 0.000 0.000 0.000 0.000 0.000
Alt. 2 0.000 0.000 0.000 0.000 0.000
Alt. 3 0.000 1.000 0.000 0.000 0.000
Alt. 4 0.000 0.000 0.000 0.000 0.000
Alt. 5 0.000 0.000 0.000 1.000 0.000

Table 17. Calculation of the upper and lower net value Dai and ELECTRE I Ranking

Materiales Cai Dai Ranking
1 0.0000 0.000 2
2 10.000 –1.000 1
3 –1.0000 1.000 3
4 10.000 –1.000 1
5 –1.0000 1.000 3

3.5. ARAS

According to equation (27) the normalized decision
matrix is calculated (X̄ij), taking into account the
calculation of the non-beneficial values by means of
equation (28). Subsequently, the decision matrix nor-
malized by weight (X̂ij) is defined by equation (29),
whose values are presented in Table 18. Using equa-
tion (30) to calculate the values of the optimization

function (Si) of each of the alternatives, the degree of
utility (Ki) is calculated by means of equation (31),
which determines the ranking of the alternatives for
the application under study. These values are shown
in Table 19, showing that the material ASTM A536
(number 4) is the best as a result of the relative effect
of the values of thermal conductivity, yield strength
and compressive strength.

Table 18. Weighted normalized decision matrix X̂ij , of the ARAS method

Material A* B* C D E F G H I J
1 0.008 0.004 0.004 0.046 0.0008 0.008 0.037 0.010 0.008 0.002
2 0.014 0.014 0.003 0.018 0.0007 0.004 0.015 0.003 0.143 0.004
3 0.004 0.026 0.008 0.016 0.0006 0.008 0.013 0.006 0.015 0.004
4 0.005 0.177 0.007 0.017 0.0007 0.006 0.015 0.006 0.039 0.003
5 0.005 0.177 0.004 0.007 0.0006 0.003 0.007 0.007 0.044 0.003

Table 19. Calculations Si, Ki and Ranking

Material Si Ki Ranking
1 0.131 0.470 4
2 0.223 0.800 3
3 0.104 0.373 5
4 0.279 1.000 1
5 0.261 0.9383 2
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3.6. MOORA

The decision matrix (Xij) is obtained according to
equation (32). Table 20 shows the weighted normal-
ized decision matrix. Then we obtain the aggregation
function S(xi) that evaluates each alternative by means

of equation (33), and this calculation also determines
the preference ranking of each alternative. The values
are shown in Table 21, showing that the material Al10
Si C (number 2) is the best because its thermal conduc-
tivity (I) and coefficient of thermal expansion (J) are
high compared to the rest of the materials experienced.

Table 20. Weighted normalized decision matrix X̂ij , by the MOORA method

Material A B C D E F G H I J
1 0.012 0.377 0.009 0.088 0.001 0.017 0.071 0.021 0.013 0.005
2 0.007 0.113 0.007 0.035 0.001 0.010 0.030 0.007 0.231 0.010
3 0.022 0.062 0.017 0.030 0.001 0.017 0.026 0.013 0.025 0.010
4 0.019 0.009 0.015 0.033 0.001 0.014 0.029 0.013 0.064 0.007
5 0.019 0.009 0.010 0.014 0.001 0.007 0.014 0.015 0.071 0.007

Table 21. Aggregation function S(xi) and Ranking MOORA

Material S(xi) Ranking
1 –0.159 5
2 0.212 1
3 0.057 4
4 0.149 2
5 0.113 3

3.7. EVALUATION OF THE MCDM

The MCDM has the task of classifying a finite num-
ber of decision alternatives, each of which is explicitly
described in terms of different decision criteria that
must be taken into account simultaneously. For this
reason, these methods are used in the selection of the
material for the construction of a brake disc.

Figure 1 shows the ranking of all MCDM methods,
with the observation that the COPRAS and ARAS
method have the same ranking values, so their curves
overlap.

Figure 1. Ranking of the alternatives according to the
MCDM methods

The best material in the COPRAS, ELECTRE I,
and ARAS methods is ASTM A536, because of its low
density (A), high elastic limit (D) and good compres-
sive strength (G), the MOORA and VIKOR method
place it as a second alternative. The second best option
evaluated is the Al 10Si C and the ASTM A48 by the
criteria of ELECTRE I, MOORA and VIKOR, since it
has good thermal conductivity (I), low density (A) and
an accessible price (B). These results are aligned with
the materials used in the study conducted by Maleque,
Dyuti, & Rahman [9]. In addition, Kharate & Chaud-
hari [17] study the effect of material properties on the
noise and performance of the brake disc by the FEM
and EMA approach, for which they experiment with
gray cast iron, ceramic coal and steel, obtaining as a
result that the gray cast iron has a natural frequency
lower than the rest of the materials tested.

4. Conclusions

The MCDM methods used in this investigation allowed
the selection of a material for the manufacture of a
brake disc, incorporating quantitative and qualitative
criteria. The weighting of the properties of the candi-
date materials for the construction of a brake disc was
obtained by the ENTHROPY method. According to
the COPRAS, ELECTRE I and ARAS methods, the
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best material is ASTM A536, with better thermal and
mechanical properties. A second option according to
the criteria of ELECTRE I, MOORA and VIKOR are
the Al10Si C and the ASTM A48. The MCDM tech-
niques allow solving complex problems, which adapt
to any type of need and apply to different areas of
engineering.
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Abstract Resumen
The level of competitiveness generated by Formula
Student has led to a series of studies and technolog-
ical advances in order to improve the performance
of single-seaters, so that their operation is success-
ful according to the requirements of the competition.
This document details the study of the suspension
system of an electric Formula Student single-seater.
This study involves an analysis of the kinematics and
dynamics of the suspension system in which an analyt-
ical determination of movement, loads and vibrations
is carried out by means of simulation software and
mathematical calculations. The aim of the study is to
evaluate the performance of the suspension according
to the regulations of the competition, to establish
parameters that improve the suspension system and
at the same time the performance of the car in terms
of comfort and safety.

El nivel de competitividad que genera la Formula
Student ha desencadenado en una serie de estudios
y avances tecnológicos con el fin de mejorar cada
vez más el rendimiento de los monoplazas para que
se desenvuelvan con éxito ante las exigencias de la
competencia. En este documento se detalla el estu-
dio del sistema de suspensión de un monoplaza de
competencia eléctrico Formula Student. Este estudio
involucra un análisis de la cinemática y dinámica
del sistema de suspensión en el cual se realiza una
determinación analítica del movimiento, cargas y vi-
braciones por medio de software de simulación y de
cálculos matemáticos. Con el estudio se busca eva-
luar el rendimiento de la suspensión en función del
reglamento de la competencia, con el fin de establecer
parámetros que mejoren el sistema de suspensión y
a la vez el desempeño del monoplaza en términos de
confort y seguridad.

Keywords: Single seater, Suspension, Dynamics,
Kinematics.

Palabras clave: monoplaza, suspensión, dinámica,
cinemática.
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1. Introduction

Formula Student is a student competition organized
by the SAE (Society of Automotive Engineers) whose
main objective is to promote the best training of young
engineers [1], challenging university students to design,
build and test the performance of a formula type vehi-
cle that successfully meets the tests stipulated in the
respective regulations [2], to then compete with other
students around the world.

The technological advances and the level of compet-
itiveness generated by Formula Student have motivated
the UPS Racing Team of Universidad Politécnica Sale-
siana to develop two single-seater cars. The first one
was a combustion car for the 2014 competition in the
UK, while the second was an electric vehicle for the
UK Formula Student Electric competition in 2017.

According to the results of last year [3], in the dy-
namic events the electric car has had problems with
some mechanical and electrical systems; among the
mechanical difficulties is the lack of adjustments in
the settings and the suspension damping, as well as a
failure located in a member of the lower control arm
of the rear suspension.

Considering that the suspension plays a very impor-
tant role in the performance of the vehicles in terms of
safety and comfort, there is a need to carry out studies
of the suspension that allow for improvements either
in the development or in the design, so that the car
can be competitive.

The main suspension design in competition is the
deformable parallelogram (doublé A-arm or double
wishbone), which can have three forms of spring-
damper assembly activation, which are: direct, by
means of a push-rod, or pull rod [4]. These suspension
systems are simple in design, easy to adjust, resistant,
have good adaptability and can be light if they are
made with composite materials, which is why they
are widely used by Formula 1 and Formula Student
cars [5].

The suspension must incorporate a good kinematic
design to keep the tire as perpendicular as possible
to the pavement, to maintain optimal cushioning and
adequate elasticity rates to keep the tire on the ground
at all times. In addition, the components must be resis-
tant so that they do not fail under static and dynamic
loads [6–9].

The objective of this work is to carry out the dy-
namic and kinematic study of the suspension system
of the Formula Student electric vehicle, by means of
kinematic simulation programs and mathematical cal-
culations, to determine the performance of the suspen-
sion and to establish improvements or solutions to the
problems that arise during the study.

2. Materials and methods

2.1. Study vehicle

The vehicle used to study the suspension is a Formula
Student electric competition car, as shown in Figure
1.

Figure 1. Formula Student electric single-seater

The dimensions of the car are shown in Table ??.

Table 1. Dimensions of the electric single-seater

Especification Dimension
Front track width 1200 mm
Rear track width 1180 mm

Wheelbase 1600 mm
Weight with pilot 345 kgf

Front weight distribution 45%
Back weight distribution 55%
Height of center of gravity 300 mm

2.2. Suspension system characteristics

The characteristics of the suspension system are shown
in Table 2.

Table 2. Suspension system characteristics

Specification Detail
Type of suspension system Deformable parallelogram(Front/rear)

Activation system
Push-rodspring - shock absorber

(Front/rear)
Stabilizer bar Sprat type(Front/rear)

Shock absorbers Ohlins TTX25(Front/rear)
Rigidity of the spring 150/200(front/front) (N/mm)

Total length of the boat/bounce 30/30suspension (mm)
Material Carbon fiber and aluminum 7075 T6
Tires 19.5 x 7.5-10 (Hoosier), R25
Rims 7 in x 10 in (Braid), offset: +35
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2.3. eometric parameters

The coordinates of the connection points of each ele-
ment of the suspension are as shown in Table 3. The
connection points, in addition to allowing the defini-
tion of geometric parameters of the suspension, are
necessary for the kinematics simulation program and
for the 3D calculation of the forces in the members of
the suspension.

Table 3. Coordinates of the connection points of the sus-
pension’s elements

Pts.
Front suspension Rear suspension

X(mm) Y(mm) Z(mm) X(mm) Y(mm) Z(mm)
P1 1443,9 212 227,59 15 250 203,59
P2 1732 212 227,59 335 250 203,59
P3 1730 520 218,83 148,83 555 219
P5 1446,6 256 377,59 15 290 347,59
P4 1732 256 377,59 335 290 347,59
P5 1760 520 400,83 171,17 529 401
P6 1710 480,74 244,78 148,83 513 241,8
P8 1710 295,72 509,03 148,83 308 628,68
P9 1790 520 218,83 220 549,14 259,83
P10 1750 190 227,59 220 258,5 234,2
P11 1710 61,21 534,99 148,83 70,51 660,02
P12 1710 238,98 534,99 148,83 245,98 660,2
P13 1760 520 310 160 541,98 310
P14 1760 590 310 160 600 310
P15 1699 238,38 468,88 159,83 245,98 596,42
P16 1721 238,38 468,88 137,83 245,98 596,42

Figure 2 shows the location of the connection points
of the suspension elements.

Figure 2. Location of the connection points of the sus-
pension elements.

Table 4 shows the geometric parameters based on
wheel dimensions, track gauge, wheelbase and the coor-

dinates of the suspension connection points according
to [6, 7].

Table 4. Geometric parameters of the suspension system

Parameter Front Rear
suspension suspension

Height of the balancing 44,84 70,02center (mm)
Angle of advance (°) 7 9
Output angle (°) 8,13 0
Angle of fall (°) 0 0

Mechanical Trail (mm) 28,32 70,02
Scrub radius (mm) 24,56 0
Anti-sinking / (%) 0 0Anti-lifting

An analysis is made of the results of the FSAE
TIRE TEST CONSORTIUM [10], referring to the
Hoosier® tire 19.5 x 7.5-10, which is used in the study
car. The analysis is carried out in order to determine
the range of acceptable angles of fall, the behavior of
the tire and a prediction of the maximum forces it can
withstand. Figure 3 shows that the maximum lateral
force is presented for an angle of fall of –1° to –1.3°,
while the maximum longitudinal force is made for a
fall of 0°. The tire does not suffer a sharp drop in grip
after reaching the maximum peak, so an effective fall
range of 1 to -3° can be set.

Figure 3. Angle of fall at different lateral and longitudinal
forces, for a normal weight of 1000 N.

3. Results and kinematic analysis

Using Lotus Suspension Analisys, a kinematic analysis
of the suspension system is performed. The program
allows the user to know the behavior of the suspension
with the geometry established on various stages in the
track, such as bounce and rebound, roll and direction
turn [11]. The parameters that are analyzed are those
that characterize the behavior of the suspension [12],
such as:
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• Balancing center

• Angle of fall

• Angle of advance

• Toe (convergence/divergence)

For the simulation, the dimensions of the car and
the coordinates of the connection points of each ele-
ment of the suspension are inserted into the program.
Lotus creates a three-dimensional model of the type
of suspension to be analyzed as shown in Figure 4.

Figure 4. Simulated suspension system in Lotus Suspen-
sion Analysis.

The elevation or bounce of the suspension in the
vertical direction is analyzed, which tries to simulate
the passage of the car over a bump or obstacle of 30
mm in height. For this analysis, only the right wheel
of the front and rear axle is considered, because the
left wheels display a similar behavior.

Figure 5 shows that the front wheels in a bouncing
situation have a maximum negative fall gain of -1.13°,
and in rebound a maximum positive fall of 0.9°. The
rear wheels in the bouncing situation have a maximum
negative fall gain of -1.63°, and in rebound a maximum
positive fall of 1.41°. The behavior of the angle of fall
is favorable according to [13], because when the vehicle
passes through a curve, the most loaded wheel will
have a negative fall gain and the discharged wheel a
positive fall gain, improving the lateral grip and its
traction simultaneously. In order to achieve maximum
performance of the tire and reduce the positive angle of
fall, a static angle of fall for the front and rear wheels
of -1° and -1.5° respectively can be established. Hav-
ing a static fall, wheels with maximum compression
approach a negative fall of -2.6°, staying within an ef-
fective range of 1° and -3°, according to the analysis of
the tires. According to the recommendation of Carroll
Smith [9], the static fall adjustment can be reduced
by improving the grip of the tire in both curved and
straight trajectories.

Figure 5. Variations of the angle of fall with wheel bounce
and rebound.

According to Figure 6, the forward advancing angle
becomes positive with the wheel bounce and negative
with the rebound, while the rear advancing angle has a
positive orientation in both bounce and rebound. The
angle of advance contributes to the gain of the angle
of fall during a turn. According to the results, during
curves the angle of advance will cause the external
wheel to have a negative fall gain and the fall of the
internal wheel to trend to be positive.

Figure 6. Variations of the angle of advance with wheel
bounce and rebound.

Figure 7 shows that the maximum vertical travel of
the center of balance with the bounce and rebound is
80.344 mm and 86.4 mm for the front and rear suspen-
sion respectively. The center of balance is maintained
at all times above the ground plane, something very
desirable according to [14]. The height of the center
of balance to the center of gravity and the anti-roll
effect of the elastic elements allow the angle of roll of
the chassis to be 1° at a lateral acceleration of 1 G,
without considering the deformation of the tires.
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Figure 7. Variations of the height of the center of balance
with bounce and rebound of the wheel.

The maximum rear toe is 0.1393 degrees with wheel
rebound and maximum forward toe is 0.0328 degrees
with wheel bounce, as shown in Figure 8. A slightly
positive toe reduces rolling resistance and a negative
toe improves maneuverability in curves, however, ex-
cessive toe increases tire wear. The low values are due
to the fact that the bump steer effect is null, which has
been achieved with a correct geometry of the steering
rods.

Figure 8. Toe variations with bounce and rebound of the
wheel.

The passage of the car through a curve is simulated,
which causes the suspension to tilt due to centrifugal
acceleration. The lateral force is translated into a roll
angle of the chassis. According to Figure 9, when the
rolling of the chassis is positive the wheel is external
to the curve and if it is negative the wheel is internal
to the curve. With a rolling of 3° of the chassis, the
maximum angle of fall for the external and internal
wheel of the front axle is 1.28 and -1.52 degrees respec-
tively, while in the rear axle the maximum angle of
fall is 1,83° for the outer wheel and -2,01 for the inner
wheel. Depending on the results, the wheels outside
the curve have a negative fall gain, allowing for an
improvement in tire grip.

Figure 9. Variations of the angle of fall with rolling of the
chassis.

Figure 10 shows that the rear and front swing cen-
ters have a lateral travel of 186.44 mm and 119.05 mm
respectively, with a maximum rolling of the chassis
of 3°. Considering the effect in the reduction of the
rolling of the elastic elements (springs and stabilizer
bar), as well as a lateral acceleration of 1 G; the chassis
will have 1° of roll, where the lateral migration of the
balancing center will be 63.57 mm/G and 40.25 mm/G
in the front and rear suspension respectively.

Figure 10. Lateral movement of the center of rolling with
rolling of the chassis.

Figure 11 shows the behavior of the right front
wheel with the turn of the direction. When the wheel
is internal to the curve and with the maximum angle of
rotation has a negative fall of -2.75°. If the wheel is ex-
ternal to the curve, a positive fall of 5.33° is generated
with the maximum turn.

4. Results and dynamic analysis

The calculations of the forces generated in the mem-
bers of the suspension system are performed when the
vehicle is subjected to different dynamic load scenar-
ios. It is important to consider as many scenarios as
possible because the forces generated will vary for each
member depending on the load case. Five different
load scenarios are established to which the vehicle is
subjected in a typical road environment [15].
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Figure 11. Variations of the angle of fall with the turn of
the direction.

• Linear acceleration

• Linear braking

• Passing through curve

• Acceleration in curve

• Curved braking

• Passing through obstacle

For each load scenario, the forces generated in the
referential system are calculated, X in longitudinal
direction to the vehicle, Z in perpendicular direction
to the ground and Y in the direction transverse to
the vehicle. The forces that are generated in the tire
patch in the X and Z directions due to acceleration
and braking as shown in Figure 12, are defined by
equations 1-6:

Figure 12. Forces present in the tire patch during accel-
eration and braking.

Ax = vf − vo
t

(1)

Ft =
µ×W×b

L

1− h
L × µ

(2)

Ffp = µ×
(
We −

W ×Ax× h
l

)
(3)

Ffd = µ×
(
We −

W ×Ax× h
l

)
(4)

Wd = Wed + W ×Ax× h
l

(5)

Wp = Wep −
W ×Ax× h

l
(6)

Where:
Ax = longitudinal acceleration (m/s2)
vo = initial speed (m/s)
vf = final speed (m/s)
Ft = tensile force (N)
W = weight of the vehicle (N)
l = wheelbase (m)
h = height of the center of gravity (m)
µ = coefficient of adhesion
Wed = static weight on the front axle (N)
Wep = static weight on the rear axle (N)
Wd = dynamic weight on the front axle (N)
Wp = dynamic weight on the rear axle (N)
Ffd = braking force on the front axle (N)
Ffp = braking force on the rear axle (N)
b = distance from the axle posterior to the center of

gravity (m)

The forces that are generated in the tire patch in
the Y and Z directions due to the curve path as shown
in Figure 13, are determined by equations 7, 8, 9.

Figure 13. Forces present in the tire patch on the curve.

Fl = m× v2

4× r (7)

wre = We

2 + We ×Ay × h
T

(8)

Wp = Wep −
W ×Ax× h

l
(9)

Where:
m = mass of the vehicle (kg)
v = vehicle speed (m/s)
r = radius of curvature (m)
Ay =lateral acceleration (m)
We= static weight on the axle (N)
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Wre= dynamic weight on the outer wheel (N)
Wri= dynamic weight on the inner wheel (N)
T = track width (m)
h = height of the center of gravity (m)
The forces generated in the tire patch in the Z direc-

tion due to passing through an obstacle are determined
by equation 10:

Feje = 0, 2maxis × az (10)
Where:

Faxis = force on the shaft (N)
az =vertical acceleration (m/s2)
maxis = mass of the axis (kg)
With the established load scenarios, we proceed

to determine the forces that are generated in the sus-
pension members. In the front and rear suspension
there are a total of six members, where two members
are the upper control arm (BCS), two members of the
lower control arm (BCI), one of the push-rod (PR)
and one of the coupling arm (BA). For this analysis
it is assumed that the load acts on the center of the
wheel. The wheel center is considered to be the base of
the rigid body and point (0,0,0) as shown in Figures
14 and 15.

Figure 14. Free body diagram of the forces in the mem-
bers of the front suspension.

Figure 15. Free body diagram of the forces in the mem-
bers of the rear suspension.

A system of vectors and matrices is used to deter-
mine how these forces are distributed along each of
the suspension elements [16].

With a balance of forces and moments with respect
to the X, Y and Z coordinate axes of the wheel center,
six equations are determined. The system of equations
is solved by the following expression:

[A]x = B

x = [A]−1B
(11)

x represents the unknown force in each of the sus-
pension members.

x =


FPR
FBCSF
FBCST
FBCIF
FUCST
FBA/BAD

 (12)

B represents the forces and moments in X, Y and Z
generated in the center of the tire patch and resolved
on the center of the wheel.

B =


Fx
Fy
Fz
Mx
My
Mz

 (13)

The matrix A is determined by the unit vectors
obtained from the sum of forces and momentsin the X,
Y and Z directions of each member. The force vector
((−→F ) is equal to the product point between the unit
vector (u) and the magnitude of the force (|F |), as
shown in equation 15. The moment (−→M) is equal to the
cross product between the force vector (−→F ) and the
moment arm vector (−→r ), as can be seen in equation
15.

−→
F = |F | × −→u
−→
M = −→F ×−→r

(14)

−→
M = |F | × −→u ×−→r (15)
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[A] =


uPRx uBCSFx uBCSTx . . .
uPRy uBCSFy uBCSTy . . .
uPRz uBCSFz uBCSTz . . .

(uzry − uyrz)PR (uzry − uyrz)BCSF (uzry − uyrz)BCST . . .
(uzrx − uxrz)PR (uzrx − uxrz)BCSF (uzrx − uxrz)BCST . . .
(uyrx − uxry)PR (uyrx − uxry)BCSF (uyrx − uxry)BCST . . .

. . . uBCIFx uBCITx uBAx

. . . uBCIFy uBCITy uBAy

. . . uBCIFz uBCITz uBAz

. . . (uzry − uyrz)BCIF (uzry − uyrz)BCIT (uzry − uyrz)BA

. . . (uzrx − uxrz)BCIF (uzrx − uxrz)BCIT (uzrx − uxrz)BA

. . . (uyrx − uxry)BCIF (uyrx − uxry)BCIT (uyrx − uxry)BA



(16)

Tables 5 and 6 show the maximum forces of tension
and compression in the members of the suspension sys-
tem, as a result of the different load scenarios. The
maximum tensile forces in the members of the suspen-
sion arms are –4313 N and –5131 N in the front and
rear respectively, and the maximum compression forces
are 4165 N and 5119 N. The front and rear push-rods
work only in compression where the forces are 5358 N
and 8544 N for the front and rear respectively.

Table 5. Results of the forces on the members of the front
suspension

Load Forces on the members of
scenarios the front suspension

FPR FBCSF FBCST FBCIF FBCIT FBAD
Acceleration (N) 487 109 82 –272 –178 –58
Braking (N) 1149 4162 –2726 –2021 3350 –2623
Curve (N) 1092 –1160 –1459 1063 957 825

Acceleration and 296 –1339 –1594 1508 1248 918curve (N)
Braking and 2495 1013 4165 146 –4313 –1109curve (N)
Step through 5358 1203 906 –2990 –1954 –629obstacle (N)
Maximum

5358 4162 4165 –2290 –4313 –2623force (N)

Table 6. Results of the forces in the members of the rear
suspension

Load Forces in the members of
scenarios the rear suspension

FPR FBCSF FBCST FBCIF FBCIT FBAD
Acceleration (N) 1494 –3942 2874 4775 –5131 –776
Brakimg (N) 754 2582 –1333 -2437 988 482
Curve (N) 2239 998 –2225 –155 1297 -625

Acceleration and 2090 –3168 238 5119 –2503 52curve (N)
Braking and 956 –1772 -949 3553 –153 –268curve (N)
Step through 8544 1646 1986 –2593 –2915 521obstacle (N)
Maximum

8544 –3942 2874 5119 –5131 776force (N)

Compression and tensile tests are performed to de-
termine if the limbs support the maximum calculated
loads. In the tensile test, the bond strength between

the aluminum grafts and the carbon fiber tube is mea-
sured [17]. The graft is an aluminum element glued
with a high resistance adhesive to the carbon fiber tube,
allowing the anchoring to the chassis or to the spindle
by means of ball joints. The tubes are of two external
diameters, 18.1 mm and 21.3 mm with a thickness
of 1.15 mm. The larger diameter tube is used for the
push-rod and the coupling arms. The smaller diameter
tube is used for the suspension arms.

Table 7. Results of the compression and tensile tests of
the members of the suspension

Tube Traction Fuerza Compression
diameter (mm) force (KN) force (KN)

18,1 2,9 13,59
21,3 8,93 13,88

According to the results of Table 7, it can be said
that the members of the suspension arms could fail in
tension, since according to the tensile test, the maxi-
mum joint force is 2.9 KN, and the maximum tension
force in one member of the suspension arm is –5.13
KN. In the case of compression, the members are sub-
ject to buckling, therefore, it is necessary to perform a
calculation of critical buckling (Pcr) and safety factor
(Fs), defined by equations 18 and 19. The calculation
will make it possible to more accurately predict a case
of compression failure [18].

Pcr = Cπ2El

l2
(17)

Fs = Pcr
c

(18)

Where:
C = condition constant of articulated ends
P = axial force (N/m2)
E= modulus of material elasticity (N/m2)
I= moment of inertia (m4)
l = length of the bar (m)
According to the results of Table 8, the members of

the suspension arms, push-rod and coupling arm would
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not fail due to buckling effects since, according to the
calculation, they have safety factors greater than 2 and
support higher compression forces than 13 KN.

Table 8. Results of the calculation of critical buckling and
safety factor of suspension members working by compres-
sion

Tube Buckling Axial Security
diameter (mm) critical (N) force (N) factor

18,1 14 181,35 5119 2,77
21,3 18 769,27 8544 2,19

Since one of the most important tasks of the suspen-
sion system is to absorb the irregularities of the road
without losing traction in the tires, the vast majority
of cars are equipped with shock absorbers and springs
to fulfill this purpose. In this section, through a model
of 2 degrees of freedom of the suspension system of ¼
of the vehicle [19], the analysis of the frequencies of the
suspension is made, generating an interaction between
the road and the vehicle. Figure 16 shows the model
of the suspension of a quarter of the vehicle with 2

degrees of freedom, which includes the elastic constant
of the tire, as well as the non-suspended mass. The po-
sition of the suspended mass is X1, the non-suspended
mass is X2 and X0 serves to model the unevenness of
the terrain.

Figure 16. Full model of a quarter of a vehicle [11].

The transfer function of 2 degrees of freedom is
given by the following expression:

x2(s)
x0(s) = Rs ·Kn · s ·Ks ·Kn

(m1 · s2 +Rs · s+Ks +Kn)(m2 · s2 +Rs · s+Ks)− (Rs · s−Ks)2 (19)

With the defined modeling, the necessary initial
parameters are established to allow the study to be
carried out, as shown in Table 9.

Table 9. Parameters of the model of a quarter of a vehicle

Parameter Front Rear
suspension suspension

m2: suspended mass (kg) 61,1 74,75
Ks: suspension rigidity (N/m) 26 220,47 34 960,62

Rs: suspension damping . . . . . . . . . . . . . .coefficient (Ns/m)
Kn: tire stiffness (N/m) 102 917,699 132 322,756

m1: mass not suspended (kg) 10,9 13,25
MR: motion ratio 1,3 1,4

Kw: wheel stiffness (N/m) 15515,071 17837,051
fm2: natural frequency of the 2,36 2,3suspended mass (Hz).
fm1: natural frequency of the 16,62 16,81unsuspended mass (Hz)

Ccr: critical damping
2487,28 3233,274coefficient (Ns/m)

The force developed by a shock absorber (Fa) is
represented by the equation:

Fd = Rs · vp (20)
Where:

Rs= damping coefficient [Ns/m]
vp= speed on the piston of the shock absorber [m/s]

Using mathematical Matlab software, the trans-
missibility of the suspension system is analyzed at

different damping coefficients for high and low speed
provided by the TTX 25 damper [20]. By means of
equation 23 and the graph in Figure 17, the slopes or
damping coefficients for the different damper settings
are determined as shown in Table 10.

Figure 17. Damping coefficients for different shock ab-
sorber settings [21]

To maximize the traction area, the lowest possible
transmissibility is required. The graphics of Figures 18
and 19 show the response of the second-degree model of
the front and rear suspension. It can be seen that if the
damping factor is increased at low input frequencies,
the transmissibility is reduced to the maximum, which
means that the tire will not lose traction. After the
point of intersection, the low damping factors result
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in a lower transmissibility, attenuating movement in
the chassis [22].

Table 10. Damping coefficients for different shock ab-
sorber settings

Low High
Adjustment of the speeds speeds

shock absorber slope slope
[KN*s/m] [N*s/m]

C11 R11 0-4 52,788 2223
C11 R11 3-3pt5 11,77 1962
C11 R11 6-3 5,282 1831
C11 R11 12-2 2,354 882,9
C11 R11 18-1 3,678 689,1
C11 R11 24-0 3,678 567,5

According to the transmissibility analysis, a high
damping factor is necessary (ξ) at low speeds and a
low value for high speeds in the shock absorber. The
TTX25 shock absorber, for the front suspension, needs
a very close value of ξ = 0, 73, which is achieved with
setting C11 R11 6-3 for low speed. For high speeds
the setting C11 R11 24.0 provides un ξ = 0, 22. In the
rear suspension a value of ξ = 0, 68 is required, which
is achieved with the C11 R11 0-4 setting for low speed.
For high speeds the setting C11 R11 18.1 provides un
ξ = 0, 22.

Figure 18. Transmissibility of the second-degree model
of the front suspension.

As the system moves both compression and exten-
sion, according to [23] it is better to have a damping
factor lower than compression and greater than exten-
sion in relation to the desired value in order to avoid
resonance in the system (see Figure 20).

Figure 19. Transmissibility of the second-degree model
of the rear suspension.

Figure 20. Slope adjustment for high speeds and low
speeds. [23]

According to the analysis made, the use of double
the compression damping factor for extension is de-
termined. In this way, it is possible to achieve a good
grip of the wheel, a lower transmissibility and bet-
ter maneuverability. The calibrations that meet these
requirements are shown in Tables 11 and 12.

Table 11. Damping factor of the front suspension

Adjustment Compression Extension
of shock absorberr Low High Low High

speed speed speed speed
C11 R11 12-2 0,92 0,34 . . . . . . . . . . . .
C11 R11 6-3 . . . . . . . . . . . . 2,08 0,72

Table 12. Factor de amortiguamiento de la suspensión
posterior

Adjustment Compression Extension
of shock absorberr Low High Low High

speed speed speed speed
C11 R11 12-2 0,72 0,27 . . . . . . . . . . . .
C11 R11 6-3 . . . . . . . . . . . . 1,63 0,56

Figures 21 and 22 show the system response of
the front and rear suspension respectively in front of
a vertical displacement as input. It can be seen that
the calibrations of the low speed damping factor in
compression attenuate oscillations in the shortest time
possible with respect to other calibrations.
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Figure 21. Response of the front suspension system to a
vertical displacement as input.

Figure 22. Response of the rear suspension system to a
vertical displacement as input.

5. Conclusions

This research helps to have a broader view of the sus-
pension systems used by FSAE competition vehicles.
With the study of the kinematics, the behavior of the
suspension of the car was determined under different
scenarios on the track, such as passing through a curve
or an obstacle. Depending on the results, it can be
said that the configuration provided for the single-
seater’s suspension allows a good directional control of
the vehicle (null bump steer effect) and an adequate
negative fall gain of the wheel with the travel of the
suspension or rolling of the chassis, giving a good lat-
eral grip to the tires. However, with the turn of the
steering there is a gain of excessive positive fall in the
front wheels, which would affect the lateral grip in very
tight corners. With the appropriate adjustments in the
angles of advance, exit, static fall and convergence,
the required or optimal conditions of vehicle stability
and steering could be ensured, allowing greater ac-
celerations, better braking and faster cornering steps.
According to the study of the forces in the members of
the suspension with dynamic loads, it was determined

that the suspension arms subjected to stress loads can
fail in critical cases, the problem is in the strength
of the joints between the aluminum grafts. With the
second-degree model of a quarter of a vehicle and with
the help of Matlab, a transmissibility analysis was car-
ried out that allowed defining the characteristics that
the shock absorber must have to guarantee maximum
contact area, which produces greater traction.
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Abstract Resumen
This paper presents the development of an access
system to a data center using a RFiD card and verifi-
cation of the user’s face. The system consists of three
input modules and a central module. The objective
was to design a system to transmit, from each input
module to the central module, the universal unique
identifier of the RFiD card or UUID for its acronym
in English and the user’s face image to consult in a
MySQL database and in a directory of photographs
if the user can access the corresponding area of the
input module. Each input module consists of a Rasp-
berry Pi 3 B+ card, an RFiD card reader, a video
camera and a liquid crystal display or LCD for its
acronym in English. The central module is composed
of the same elements as the input modules and has a
touch screen used in the user interface instead of an
LCD screen. The communication between the nodes
is WiFi, achieving a precision of 99.2% in the verifica-
tion of the face and a response time of 180 ms using
310 trained photographs.

En este trabajo se presenta el desarrollo de un pro-
totipo de sistema de acceso a un centro de datos
usando como identificación una tarjeta de radio fre-
cuencia o RFiD y verificación del rostro del usuario.
El sistema se compone de tres módulos de entrada y
un módulo central. El objetivo fue diseñar un sistema
para transmitir, desde cada módulo de entrada al
módulo central, el identificador único universal de
la tarjeta RFiD o UUID y la imagen del rostro del
usuario para consultar en una base de datos MySQL
y en un directorio de fotografías si el usuario puede
acceder al área correspondiente del módulo de en-
trada. Cada módulo de entrada consta de una tarjeta
Raspberry Pi 3 B+, un lector de tarjetas RFiD, una
cámara de video y una pantalla de cristal líquido o
LCD. El módulo central se compone de los mismos
elementos que los módulos de entrada y cuenta con
una pantalla táctil usada en la interfaz de usuario en
lugar de una pantalla LCD. La comunicación entre
los nodos es wifi, logrando una precisión del 99,2 %
en la verificación del rostro y un tiempo de respuesta
de 180 ms usando 310 fotografías entrenadas.

Keywords: Face verification, MySQL, Raspberry Pi
3 B+, RFiD, touchscreen, video camera.

Palabras clave: cámara de video, MySQL, pantalla
táctil, Raspberry Pi 3 B+, verificación de rostro,
RFiD.
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1. Introduction

Data processing centers (DPC), also called data cen-
ters, are facilities that concentrate resources and equip-
ment necessary for the processing and storage of infor-
mation, as well as telecommunications equipment for
companies and organizations. In data centers, different
devices are used to access facilities, including elec-
tromagnetic locks, turnstiles, video cameras, motion
detectors, identification cards, biometric systems and
keyboards to enter a password, among others. Com-
monly, data centers are divided into sections called
bunkers and are periodically audited in order to be
certified. An important point that audits consider is
the procedures and techniques used in security and
access to facilities [1]. Currently there are different
solutions for the identification of people to control the
access to the bunkers of a data center. Some biometric
solutions are based on the recognition of a person’s
fingerprints, face, hand geometry, iris, retina pattern,
voice and signature [2].

This work presents the requirement of a data cen-
ter operator company. The objective was to have an
access system that uses a RFiD card and verification
of the user’s face to activate the actuator of the access
door of the bunker the user is trying to access. Ac-
cess must have two levels of security. The established
requirements were to have a reliable system, easy to
locate and use. The use of RFiD cards was required
because they are cheap and easy to use. The maximum
distance from the bunker farthest to the monitoring
office is 65 meters, and 35 meters with line of sight to
the wifi access point. The proposed solution consisted
of a system composed of three input modules and a
central module. The data center has three bunkers in
whose entrance doors an input module was installed.
The central module was installed in the data center
monitoring office. The input modules are responsible
for reading the information stored in the RFiD card,
capturing the photograph of the user’s face, and trans-
mitting the information of the card and JPEG file with
the photograph to the central module for validation,
using Wi-Fi technology.

An Ethernet segment was not used to transmit
the user identification information to the monitoring
office so as not to install additional wiring or modify
the existing one. Once the information is received, the
central module checks the user database to see if the
UUID of the RFiD card is authorized to enter the
bunker associated with the input module, verifies that
the user’s face is the one registered in the photograph
directory, and registers the date and time of entry re-
quest in the database. If both of the above conditions
are met, the central module transmits the command to
the input module to activate the corresponding door
actuator. The input modules and the central module
were implemented using a Raspberry Pi 3 B+ card

with Raspbian operating system as the basis. The main
reason for using the Raspberry Pi card was because
there is a large number of applications and libraries
developed by the open source community that are easy
to install, configure and use in Raspbian [3]. In the
system presented here, the use of an RFiD card was
implemented as the first security mechanism and the
NFC/RFiD 532 device was used to read cards. The
technology of near field communication, NFC, arose
from the combination of RFiD technology and smart
cards. It allows the identification and characterization
of people or objects without physical contact using
radio waves transmitted by a label. RFiD technology
allows the exchange of information between objects
located close to each other. The communication with
NFC is safer than other technologies since the transmit-
ter and receiver are closely coupled, with a maximum
proximity of 10 centimeters, without the need to run
an application. In recent years, NFC technology has
been used in several ways with mobile phones, on the
Internet of Things or IoT and in the field of sensors [4].

Although it was initially decided to use RFiD cards,
alternative technologies were explored for the identi-
fication of users, including technologies such as rapid
response codes or QR and the iBeacon system. QR
codes are an improvement to bar codes, they store
information in dot matrixes or barcodes in a two-
dimensional way [5]. When a mobile device reads a QR
code it executes an application to perform a specific
action. In the development of this work a combina-
tion of RFiD technology and QR codes could be used,
but it would be a slightly more expensive and slower
system, since in addition to using a method of print-
ing the QR code on RFiD cards, these could not be
reused. On the other hand, iBeacon is a protocol used
in indoor positioning systems, or IPS, patented by
Apple Inc. It is based on low-cost transmitters and low
power consumption that indicate their presence to a
device with iOS operating system and some devices
with Android operating system [6]. There are transmit-
ter providers, called beacons, compatible with iBeacon.
Beacons use Bluetooth technology transmitters with
low power consumption or BLE for short, or Bluetooth
4.0, which transmit their UUID to mobile electronic
devices, allowing a mobile phone or tablet to perform
an action or application based on the location of the
beacon upon receiving identification, or following up
with clients or users of beacons. The iBeacon system is
used in mobile commerce, where an application, run-
ning on a mobile phone, can find the location of a
product associated with a beacon inside a store or a
beacon can send offers or promotions to the mobile
phone. In other applications, beacons transmit infor-
mation about nearby stores and restaurants to the
mobile phone, as well as waiting times or distribution
of points of interest messages according to the phone’s
location. The iBeacon technology differs from others,
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such as NFC/RFiD, in that the transmission made
by the beacon is one-way and requires that an appli-
cation be run on iOS or Android. It could have been
an option to use iBeacon in the development of this
work, which would imply using a beacon as the user’s
identifier and an iOS device at each access point to
the data center, which would increase the complexity
of use, installation and cost of the system [7].

With the explosion of services based on the Inter-
net, or Internet of Things, RFiD technology continues
to be used in different developments and applications
of identification, including supply chain [8], health care,
object localization, home automation, security systems
and product delivery in restaurants [9]. Work has been
done on access systems to Arduino-based facilities,
RFiD cards and MySQL databases. The difference
with respect to the presented here is that a Raspberry
card of more recent technology and lower cost than
Arduino is used [10]. Additionally, the works that have
been developed use Ethernet communication to the
database and in this work Wi-Fi wireless technology
was used, whose implementation is non-intrusive to the
data center facilities [11]. Similarly, work has been car-
ried out on access systems for homes, offices, and even
vehicles, which use smartphones to emulate NFC cards
and NFC PN532 readers [12] such as the one used in
this work. In these systems the user must carry a smart
phone to identify himself, which is not feasible nor is
it an option in the data centers due to the cost and
the fact that sometimes the users are visitors. Various
works have also been carried out using QR codes or a
combination of these with RFiD cards to control access
to facilities, for location and navigation systems [13]
and for product identification [14] and medical images.
Access systems to data centers have even been cre-
ated combining QR codes and watermarks [15]. The
use of QR codes provides a higher level of security
than RFiD cards, but the cost of implementation and
operation of these systems is high, since once a card
with a QR code is used it can not be used for another
user and the hardware for printing and reading QR
codes is more expensive than an NFC reader. Other
works recently carried out for identification, location
and access control integrate iBeacon and wifi [16] or
Bluetooth LE technologies. These systems have the
limitation of using devices with iOS or Android oper-
ating system, which makes them more expensive than
the one developed in this work.

The verification of the person’s face is used as the
second security mechanism. Facial recognition began
to be used in the 60s. It was a semi-automatic pro-
cess in which an operator identified the features of
the person in two or more photographs and calculated
the distances to reference points to compare them
with each other. The technological advances of com-
puting in recent years have created an explosion of
algorithms, techniques and non-intrusive applications

of automated facial recognition that run on a computer
to identify a person in a digital image. Taking the im-
age of an unknown person, a profile with the same face
in a set of known images must be found, also called
training images. This is done with one of two purposes:
1) Verification or authentication of faces, comparing
an image of a person’s face with another image. The
application confirms or denies the identity of the face,
the objective is to ensure that the person is who they
say they are; and 2) identification or recognition of
faces, comparing the image of an unknown face with
the images of known faces stored in a database to
determine someone’s identity. Facial recognition is an
area that integrates the following technologies: image
processing, computer vision, pattern recognition, neu-
ral networks and machine learning [17]. The procedure
used by facial recognition systems generally consists
of five phases:

• Registration phase, the image of the face of the
person to be identified is captured using a camera
or a video camera.

• Phase of the image processing, the face alignment
is carried out based on some geometric properties
and an independent image of the illumination
and color range of the original image is obtained.

• Phase of extraction of biometric information, fa-
cial characteristics are obtained as a biometric
pattern.

• Comparison phase, the biometric pattern com-
pares the pattern of faces stored in the database.
It is a 1:N comparison where the percentage of
similarity of the person to be identified is deter-
mined with respect to the photographs stored in
the database.

• Decision making phase, using a matrix of similar-
ities, the person that was found with the highest
percentage of similarity of the database is identi-
fied using an established range.

In recent times, the use of facial recognition sys-
tems has experienced a boom in different types of
applications, used to authenticate the owners of mo-
bile devices, in the detection of sleepy or tired drivers,
in human trafficking, in risk analysis and in situa-
tions in places with a high concentration of people [18].
Microsoft applies facial recognition to access a Win-
dows computer [19], while Apple is trying to have a
mechanism in which iOS users can automatically share
photos with tagged friends. Facebook and Google have
engaged in a war on the design and use of facial recog-
nition algorithms to tag friends and find photos of
a person. They aim to achieve the perfect algorithm,
recognizing faces much better than the human be-
ing. Google introduced, in 2015, the facial recognition
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system called FaceNet, with an accuracy of 99.63%,
recognizing photos on Google+ [20]. This system uses
machine learning, generating a map in a compact Eu-
clidean space from the image of a human face, where
the distances correspond directly to the measure of
similarity of the face. With this space, the tasks of
verification and recognition of an image can be easily
performed using standard techniques such as FaceNet
vector embeddings. The FaceNet system uses a deep
convolutional neuronal network trained with more than
260 million face images. The authors of FaceNet in-
dicate that they have developed the state of the art
of facial recognition methods using only 128 bytes
for each face and more than 13,000 face images of
the Internet to verify if two images are the same per-
son, while the system of recognition YouTube Faces
achieves 95.12%. The technology used by Facebook
for facial recognition is called DeepFace, it was devel-
oped by the Israeli company face.com and released in
2013 [21]. The creators of DeepFace indicate that they
can achieve an accuracy of 97.25% when comparing
two faces.

In recent years, facial recognition has been used in
access systems in data centers. Reliable systems with
an acceptable percentage of accuracy can be achieved
without using algorithms as sophisticated as those de-
veloped by companies such as Google and Facebook,
which are proprietary and patented algorithms. There
are many open source algorithms that can be used in
the operating system of a small, low-cost and powerful
computer like the Raspberry Pi 3 B + card. One of
these algorithms is the histogram of oriented gradi-
ents or HOG, called the HOG algorithm [22]. This
algorithm was developed in 2005, it is one of the most
advanced and it is continuously improved to optimize
it and achieve greater precision. A HOG is a feature de-
scriptor used in computer vision and image processing
for the detection of objects. This counts the occur-
rences of gradient orientation in defined parts of an
image. The descriptors can be used as input data or
features for a machine learning algorithm. There are
open source libraries that implement the phases of a
facial recognition system with the HOG algorithm and
deep machine learning, which are easy to install and
use, significantly reducing the program code [23]. One
of these libraries is Face_Recognition and is the one
used in this work to verify the face of users. This library
uses a trained neural network and is based on dlib,
the state of the art tool in face recognition built with
deep learning. The authors of Face_Recognition indi-
cate that its accuracy is 99.38% and provides several
functions with which you can perform some actions
such as finding faces in a photograph, determining the
location of the reference points of a face, manipulat-
ing the facial features of a face, biometrically coding
a face, comparing two coded faces, recognizing faces
in real time video and recognizing faces located in a

photograph using a directory of photographs of peo-
ple getting the name of each person. In order to use
the Face_Recognition library, the following tools must
be installed in Raspian: Python library for picamera
(python3-picamera), dlib v19.6 and OpenCV.

On the other hand, a great variety of access sys-
tems to data centers has been made through biomet-
ric devices. Some of these systems carry out facial
recognition using a desktop computer to implement
the recognition process [24] and wired communication
between the computer and the video camera [25] or
webcam. They are efficient, but their cost and size is
greater than the one developed in this paper. Other
systems of this type are based on reading the iris of
the eye [26] using a reader installed in the access door
or by means of the user’s smartphone. These systems
are more secure than those of RFiD cards, QR codes,
fingerprint reading or 2D facial recognition, but the
cost of the reader is much higher.

2. Materials and methods

The methodology used in the design of this system
consisted of dividing it into two components: the input
modules and the central module. Subsequently, the
system was implemented by choosing the appropriate
elements and the lowest cost according to the estab-
lished requirements. The functional block diagram of
the system is shown in Figure 1.

Figure 1. Functional block diagram of the access system

2.1. The input modules

Three input modules were built, all with the same
architecture as the one shown in Figure 2. The main
functions of these modules are the following: continu-
ously explore if a card is found under the reach of the
RFiD reader and read the UUID, capture the image
of the face of the person trying to access, transmit the
information read from the card and the photograph
of the person in a JPEG file to the central module,
and wait for the response from the central module to
allow or deny access to the user. Each input module
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consists of: a Raspberry Pi 3 B + card, an RFiD card
reader, a video camera, a 2x16 LCD screen and an
output interface.

Figure 2. Block diagram of the input modules

The Raspberry Pi 3 B + card used in this module
has the following hardware resources: 1 GB of RAM,
40 GPIO terminals, serial interface for camera, or CSI,
DSI port for touch screen, Gigabit Ethernet port, SD
memory slot and a Wi-Fi interface. The RFiD card
reader used is the NFC/RFiD PN532 device. This
reader is one of the most used in applications that use
NFC technology, cards and RFiD tags of 13.56 MHz,
since its main integrated circuit is embedded in many
smartphones. It can write RFiD cards and labels type
1 to 4 and integrate an antenna whose range is 10
centimeters.

There is a large number of open source tools to
make applications with the NFC/RFiD PN532. One
of these tools is the libnfc library. In both the input
modules and the central module, the RFiD reader was
connected to the UART port of the Raspberry Pi and
version 1.7.0 of the libnfc library was downloaded. Be-
fore installing and configuring libnfc, in the core of
the Raspberry Pi operating system, the UART was
disabled as a console port using the paspi-config tool
and editing the /boot/config.txt file. Next, the lib-
nfc library was installed and built using the following
commands: sudo make clean and sudo make install
all, which created the corresponding drivers, docu-
mentation files, binaries and executables. The input
modules also contain a camera module for Raspberry
V2 connected to the CSI interface of the Raspberry Pi
3 B+. This camera module has a high-resolution Sony
IMX219 sensor of 8 megapixels. It allows the capture
of photographs with a maximum resolution of 3238 x
2464 and high definition video.

There are open source libraries to use the cam-
era and manipulate photos and video that can be
invoked from Raspbian or from a program in Python.
The camera can be controlled using the raspinstall
command. However, in this work the Python python-
picamera library was used in case that, in the future,
it is necessary to modify the capture characteristics
of photographs or video in the system. The camera
of the input modules was enabled through Raspbian’s
raspi-config tool and later the python-picamera library

was installed using the command: sudo apt-get in-
stall python3-picamera. Once the above was done, the
camera.capture function (’file.jpg’) could be used to
capture an image in a JPEG file. The program that
runs on the capture nodes was made in Phyton 3.6 and
performs the following actions: configures timers, the
UART port, Wi-Fi interface, GPIO terminals and pe-
ripheral devices, RFiD reader, video camera and LCD
screen, display the message that tells the user to place
the RFiD card in the reader on the LCD screen, and
then enters a continuous cycle where the RFiD reader
scans every 0.5 seconds by executing the nfc-pool_8c
function.

Figure 3. Flow diagram of the program of the input mod-
ules

The communication between the input and the con-
trol modules was carried out using message exchange
with sockets under the client-server scheme. The input
modules are the clients and the control module is the
server. When the reader detects a card, it displays a
message on the LCD screen asking the user to stand
in front of the video camera and captures the image
of the person’s face in a JPEG file. Subsequently, the
program transmits the UUID of the RFiD card and
the JPEG file to the central module through a socket.
Once the above is done, the program waits for the
response of the central module in the socket. If the an-
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swer indicates that the user is authorized to enter, the
input module activates the actuator of the access door,
through the interface connected to a GPIO terminal of
the Raspberry card, and turns on a green LED (D1),
connected to another GPIO terminal, for 3 seconds. If
the user is not authorized, it lights a red LED (D2)
intermittently for 5 seconds. Figure 3 shows the flow
diagram of the program.

To be able to use sockets from Python, the corre-
sponding library must be installed by executing the
following command: sudo apt-get install socket. The
output interface that controls the input gate actuator
was connected to a GPIO terminal on the Raspberry
card as shown in Figure 4.

Figure 4. Entrance door actuator exit interface.

2.2. The central module

The central module consists of the following compo-
nents: a Raspberry Pi 3 B+ card, an RFiD card reader,
a video camera and a 3.5" Pi+TFT touch screen. Fig-
ure 5 shows the block diagram of the architecture of
the central module.

Figure 5. Block diagram of the central module.

The programming of the central module was car-
ried out in Phyton 3.6 and it is divided into three parts:
the main program, the communication routine with
the input modules and the routine of the user inter-
face. The main program configures timers, the UART
port, the Wi-Fi interface and peripheral devices, RFiD
reader, video camera and touch screen and invokes the

two routines of the system, as indicated in the flow
diagram in Figure 6.

In this module a database was created, managed
with MySQL, which stores the information of autho-
rized users to access the bunkers and a directory with
the photographs of the face of previous users.

The communication routine with the input modules
executes a program in the background that performs
the following functions: 1) Create a socketthrough
which it receives from the input modules the UUID
and the JPEG file. 2) Access the MySQL database to
determine if the user is authorized to enter the corre-
sponding area. 3) Invokes the routine that verifies that
the user’s face is in the photo directory. 4) Update
the user record in the MySQL database with date and
time of entry. 5) Transmit the message to the input
module to activate the door actuator or deny entry.
6) Update the log of access attempts by storing the
JPEG file.

Figure 6. Flow chart of the main program of the central
module.

Figure 7 shows the flow diagram of this routine.
Both the database and the directory of coded and
trained photographs reside in the Raspberry Pi 16
GB SD card. A table containing user records was cre-
ated in the database. Each record stores the UUID of
the assigned RFiD card, number of doors to which it
has access, name, company and user email. To create
the database and user table the following tasks were
carried out:

1.- Installation of the MySQL server and client, as
well as the Python API to access MySQL.

2.- Creation of the database executing the fol-
lowing commands: mysql -u root -p, mysql>
CREATE DATABASE RFID_DB; CREATE
TABLE users_tbl (id INT NOT NULL PRI-
MARY KEY AUTO_INCREMENT, UUID
VARCHAR(20), doors VARCHAR(20), name
VARCHAR(20), last name VARCHAR(30), com-
pany VARCHAR(20), email VARCHAR(30)).
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Once the database was created, the program in
Python was made to access it. Python uses an object
or data structure, called a cursor, to access the data
in the table. This object allows operations to create,
read, update and remove records in the database. The
program executes the following general actions:

Figure 7. Flow diagram of communications with the input
modules

1.- Import the Python API for MySQL: import
MySQLdb.

2.- Make the connection to the database: db =
MySQLdb.connect (“localhost”, “root”, “pass-
word”, “RFID_DB”).

3.- Define the cursor object: cursor = db.cursor ().

4.- Wait for the option selected by the user in the
graphic interface.

5.- Depending on the option, define one of the fol-
lowing SQL query’s: cursor.execute (“INSERT
INTO users-tbl”), cursor.execute (“SELECT *
FROM users_tbl”), cursor.execute (“UPDATE
users_tbl SET”) or cursor.execute (“DELETE
FROM users_tbl WHERE”)

6.- Execute the query: db.commit ().

In the photo directory, the name of each file cor-
responds to the name of the user registered in the
MySQL database. The routine that checks if the
user’s face is in the photo directory performs the
following actions: loads the image of the face re-
ceived from an input module in a buffer using the
face_recognition.load_image_file function, encodes
and learns to recognize the stored image in the buffer
using the function face_recognition.face_encodings
and enters a cycle where it compares the encoded
image of the buffer with each image of the direc-
tory of coded photographs. The cycle ends when it
finds equivalence between the two images analyzed
or when it explored the entire directory without find-
ing equivalence. The comparison is made through the
function face_recognition.compare_faces, which ob-
tains, if successful, the name of the user of the pho-
tograph. If the name obtained is equal to the name
read from the user’s record in the database, it returns
to the routine that invoked it authorizing access to
the user, as shown in the flow diagram in Figure 8.
It was considered that the image received from the
input module contains only one face, otherwise the
face_recognition.face_locations function would have
to be used to find the faces in the image and code
them individually.

Figure 8. Flow diagram of the face verification routine

The routine that implements the graphical user
interface, allows for access and management of the
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database using the touch screen. The screen used in
the central module is the 3.5" Pi+TFT device which
has a resolution of 480 x 320 and was connected to
the SPI port of the Raspberry Pi card. In the user
interface, the administrator can perform the following
operations: uploads, deletions and changes of users,
as well as showing the registered users and the log
of access attempts. The RFiD card reader and the
validation module camera are used when registering or
making changes to a user’s registry. The user interface
was made using pygame. The pygame tool is a set of
libraries that can be used in a Python program for the
implementation of videogames, multimedia programs
and graphical user interfaces, since it allows to display
text, images and sounds on a touch screen and control
the position of the cursor. This tool is installed by
default with the Raspbian version for Raspberry Pi.
The IP address of the Wi-Fi interface of each input
module is fixed and is used by the central module to
determine the door number which the user is trying
to access.

3. Results and discussion

Four groups of tests were carried out. The first group
aimed to measure the RFiD reader’s reach for the in-
put modules. By placing 50 cards in the module reader,
it was determined that the range is 14 centimeters, a
little more than indicated in the manufacturer’s spec-
ifications. The second group of tests aimed to store
the photographs of 50 users in the central module’s
directory and train the neural network. The average
size of each photograph was 110 KB. The third group
of tests aimed to determine the accuracy of the face
verification system of users registered in the database.
This group of tests was carried out in several phases.
In the first phase, the directory of trained photographs
stored 50 faces. In each subsequent phase, 20 pho-
tographs were added, leading to a total of 310. In
each phase, 40 different faces were verified. With some
faces, the recognition was not successful despite it
being registered in the central module. The number
of unsuccessful matches led, as a consequence, to an
accuracy of 96.3% in the first phase, which increased
as the number of photographs trained increased until
reaching 99.2% as shown in the graph in Figure 9.

The fourth group of tests aimed to measure the
response time of the system. To carry out these tests in
each of the phases of the previous test group, the face
capture time of a person registered in the database and
the time until the central module received a response
were both recorded in a file in the input module once
the authorized person was verified. The response time
in the first phase was 132 ms on average. It increased
to 180 ms in the last phase, an almost imperceptible
change for the user, as indicated in the graph in Figure

10. The photographs of the directory of the central
module were taken with enough ambient light, from
the front, without glasses, poses or objects preventing
a clear view of the face. It is recommended that when
registering new users, several photographs of the face
are captured using different expressions, allowing the
system to be more tolerant and in order to improve
both accuracy and response time. The implementa-
tion of this work did not require installing additional
wiring for data transmission or modifying the existing
one. The central module is installed in a data center
control office, this makes it more practical than the
commercially available alternatives that use wired com-
munication. The cost of the system is $350.00 USD,
lower than existing commercial alternatives, which cost
$1700.00 USD on average.

Figure 9. Accuracy of the system with different amounts
of faces included in training

Figure 10. System response time

4. Conclusions

The result of this work was an access system with a
double safety mechanism which is more robust than
those commercially available that use only one mech-
anism. It was built using the latest technology and
low-cost components, open source software and com-
munication via WiFi, which does not impact the data
center facilities, resulting in a practical application
that meets the established requirements. The reading
range of RFiD cards achieved was 14 centimeters. In
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face verification, 99.2% accuracy and 180 ms response
time were achieved using 310 trained photographs.

Future works

With the percentage of accuracy and response time
achieved, the data center requested a second version
that incorporates the following features: 1) Incorporate
a web server to the central module and a touch screen
in the input modules so that the administrator can
access the user database and photo directory from any
input module and 2) Incorporate a fingerprint reader
in all modules to have an additional level of security.
These functionalities are feasible to perform with the
current architecture of the system modules.
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publication.

It is essential to present a letter of pre-

sentation and grant of rights which can be

downloaded from: <

urlhttps://goo.gl/ZNkMRD>.

Contributions must be exclusively sent and

through the OJS (Open Journal Sys-tem)

<https://goo.gl/JF7dWT>. In which all aut-

hors must previously register as a user. For

any consultation of the procedure you should

contact:

<revistaingenius@ups.edu.ec>,

<jcalle@ups.edu.ec> ó

<mquinde@ups.edu.ec>.

3. Presentation and structure of the ma-

nuscripts

For those works that are empirical investiga-

tions, the manuscripts will follow the IMRDC

structure (Introduction, Materials and Met-

hods, Results and Discussion and Conclusions),

being optional the Notes and Supports. Those

papers that, on the contrary, deal with reports,

studies, proposals and reviews may be more

flexible in their epigraphs, particularly in mate-

rial and methods, analysis, results, discussion

and conclusions. In all typologies of works,

references are mandatory.

Articles may be written on Microsoft Word

(.doc or .docx) or LATEX(.tex). The template to

be used can be downloaded from the journal’s

website, a, <https://goo.gl/gtCg6m>, whi-

le for LATEX in <https://goo.gl/hrHzzQ>,

it is necessary that the file be anonymised in

Properties of File, so that the author(s) ID is

not displayed.

Figures, Graphs and/or Illustrations, as

well as Charts shall be numbered sequentially

including an explanatory description for each.

The equations included in the article must also

be numbered; the figures, charts and equations

must be cited in the text.

Use space after point, commas and question

marks.

Use “enter” at the end of each paragraph

and title heading. Do not use .enter.anywhere

else, let the word processor program automa-

tically break the lines.

Do not center headings or subheadings as

they should be aligned to the left.

Charts must be created in the same pro-

gram used for the document body, but must be

stored in a separate file. Use tabs, not spaces,

to create columns. Remember that the final

size of printed pages will be 21 x 28 cm, so the

tables must be designed to fit the final print

space.

3.1. Structure of the manuscripts

3.1.1. Presentation and cover letter

1. T́ıtulo (español) / Title (inglés):

Concise but informative, in Spanish on

the front line and in English on the se-

cond, when the article is written in Spa-

nish and vice versa if it is written in En-

glish.

2. Authors and affiliations: Full name

and surname of each author, organized

by order of priority and their institutio-

nal affiliation with reference to the end

of the first sheet, where it must include:
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Dependency to which belongs within the

institution, Institution to which he/she

belongs, country, ORCID. A maximum

of 5 authors will be accepted, although

there may be exceptions justified by the

complexity and extent of the topic.

3. Abstract (Spanish) / Abstract (En-

glish): It will have a maximum extension

of 230 words, first in Spanish and then in

English. : 1) Justification of the topic; 2)

Objectives; 3) Methodology and sample;

4) Main results; 5) Main conclusions.

4. Keywords (Spanish) / Keywords

(English): 6 descriptors must be presen-

ted for each language version directly re-

lated to the subject of the work. The use

of the key words set out in UNESCO’s

Thesaurus will be positively valued.

5. Presentation (Cover Letter): A sta-

tement that the manuscript is an original

contribution, not submission or evalua-

tion process in another journal, with the

confirmation of the signatory authors, ac-

ceptance (if applicable) of formal changes

in the manuscript according to the guideli-

nes and partial assignment of rights to the

publisher, according to the format esta-

blished in: <https://goo.gl/ZNkMRD>

3.1.2. Manuscript

1. T́ıtulo (español) / Title (inglés):

Concise but informative, in Spanish on

the front line and in English on the se-

cond, when the article is written in Spa-

nish and vice versa if it is written in En-

glish.

2. Authors and affiliations: Full name

and surname of each author, organized

by order of priority and their institutio-

nal affiliation with reference to the end

of the first sheet, where it must include:

Dependency to which belongs within the

institution, Institution to which he/she

belongs, country, ORCID. A maximum

of 5 authors will be accepted, although

there may be exceptions justified by the

complexity and extent of the topic.

3. Abstract (Spanish) / Abstract (En-

glish): It will have a maximum extension

of 230 words, first in Spanish and then in

English. : 1) Justification of the topic; 2)

Objectives; 3) Methodology and sample;

4) Main results; 5) Main conclusions.

4. Keywords (Spanish) / Keywords

(English): 6 descriptors must be presen-

ted for each language version directly re-

lated to the subject of the work. The use

of the key words set out in UNESCO’s

Thesaurus will be positively valued.

5. Introduction: It should include the pro-

blem statement, context of the problem,

justification, rationale and purpose of the

study, using bibliographical citations, as

well as the most significant and current

literature on the topic at national and

international level.

6. Material and methods: It must be

written so that the reader can easily un-

derstand the development of the research.

If applicable, it will describe the methodo-

logy, the sample and the form of sampling,

as well as the type of statistical analysis

used. If it is an original methodology, it

is necessary to explain the reasons that

led to its use and to describe its possible

limitations.

7. Analysis and results: It will try to

highlight the most important observa-

tions, describing, without making value

judgments, the material and methods

used. They will appear in a logical sequen-

ce in the text and the essential charts and

figures avoiding the duplication of data.

8. Discussion and Conclusions: It will

summarize the most important findings,
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relating the observations themselves to

relevant studies, indicating contributions

and limitations, without adding data al-

ready mentioned in other sections. It

should also include deductions and lines

for future research.

9. Supports and acknowledgments

(optional): The Council Science Editors

recommends the author (s) to specify the

source of funding for the research. Prio-

rity will be given to projects supported

by national and international competitive

projects.

10. The notes (optional): will go, only if

necessary, at the end of the article (before

the references). They must be manually

annotated, since the system of footnotes

or the end of Word is not recognized by

the layout systems. The numbers of notes

are placed in superscript, both in the text

and in the final note. The numbers of no-

tes are placed in superscript, both in the

text and in the final note. No notes are

allowed that collect simple bibliographic

citations (without comments), as these

should go in the references.

11. References: Bibliographical citations

should be reviewed in the form of referen-

ces to the text. Under no circumstances

should references mentioned in the text

not be included. Their number should be

sufficient to contextualize the theoretical

framework with current and important

criteria. They will be presented sequen-

tially in order of appearance, as appro-

priate following the format of the IEEE.

3.2. Guidelines for Bibliographical

references

Journal articles:

[1] J. Riess, J. J. Abbas, “Adaptive control of

cyclic movements as muscles fatigue using

functional neuromuscular stimulation”.

IEEE Trans. Neural Syst. Rehabil. Eng

vol. 9, pp.326–330, 2001. [Onine]. Availa-

ble: https://doi.org/10.1109/7333.948462

Books:

[1] G. O. Young, “Synthetic structure of in-

dustrial plastics” in Plastics, 2nd ed., vol.

3, J. Peters, Ed. New York: McGraw–Hill,

1964, pp. 15–64.

Technical reports:

[1] M. A. Brusberg and E. N. Clark, “Ins-

tallation, operation, and data evaluation

of an oblique–incidence ionosphere soun-

der system,” in Radio Propagation Cha-

racteristics of the Washington–Honolulu

Path, Stanford Res. Inst., Stanford, CA,

Contract NOBSR–87615, Final Rep., Feb.

1995, vol. 1

Articles presented in confeences (unpubished):

[1] Vázquez, Rolando, Presentación curso

“Realidad Virtual”. National Instruments.

Colombia, 2009.

Articles of memories of Conferences

(Published):

[1] L. I. Ruiz, A. Garćıa, J. Garćıa, G. Ta-

boada. “Criterios para la optimización de

sistemas eléctricos en refineŕıas de la in-

dustria petrolera: influencia y análisis en

el equipo eléctrico,” IEEE CONCAPAN

XXVIII, Guatemala 2008.

Thesis:

[1] L.M. Moreno, “Computación paralela y

entornos heterogéneos,” Tesis doctoral,

Dep. Estad́ıstica, Investigación Operativa

y Computación, Universidad de La Lagu-

na, La Laguna, 2005.

Guidelines:

[1] IEEE Guide for Application of Power

Apparatus Bushings, IEEE Standard

C57.19.100–1995, Aug. 1995.

Patents:

[1] J. P. Wilkinson, “Nonlinear resonant cir-
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cuit devices, U.S. Patent 3 624 125, July

16, 1990.

Manuals:

[1] Motorola Semiconductor Data Manual,

Motorola Semiconductor Products Inc.,

Phoenix, AZ, 1989.

Internet resources:

[1] E. H. Miller, “A note on re-

flector arrays” [Online]. Available.

https://goo.gl/4cJkCF

3.3. Epigraphs, Figures and Charts

The epigraphs of the body of the article

will be numbered in Arabic. They should go

without a full box of capital letters, neither

underlined nor bold. The numbering must be

a maximum of three levels: 1. / 1.1. / 1.1.1.

At the end of each numbered epigraph will be

given an enter to continue with the correspon-

ding paragraph.

The charts must be included in the text

according to order of appearance, numbered

in Arabic and subtitled with the description

of the content, the subtitle should go at the

top of the table justified to the left.

Figures can be linear drawings, maps or

black and white halftone or color photographs

in 300 dpi resolution. Do not combine photo-

graphs and line drawings in the same figure.

Design the figures so that they fit even-

tually to the final size of the journal 21 x

28 cm. Make sure inscriptions or details, as

well as lines, are of appropriate size and thick-

ness so that they are not illegible when they

are reduced to their final size (numbers, let-

ters and symbols must be reduced to at least

2.5 mm in height After the illustrations have

been reduced to fit the printed page). Ideally,

the linear illustrations should be prepared at

about a quarter of their final publication size.

Different elements in the same figure should

be spelled a, b, c, etc.

Photographs should be recorded with high

contrast and high resolution. Remember that

photographs frequently lose contrast in the

printing process. Line drawings and maps

should be prepared in black.

The text of the figures and maps must be

written in easily legible letters.

If the figures have been previously used, it

is the responsibility of the author to obtain the

corresponding permission to avoid subsequent

problems related to copyright.

Each figure must be submitted in a sepa-

rate file, either as bitmap (.jpg, .bmp, .gif, or

.png) or as vector graphics (.ps, .eps, .pdf).

4. Submission process

The manuscript must be sent through the

OJS system of the journal, <https://goo.

gl/JF7dWT>,the manuscript should be uploa-

ded as an original file in .pdf without author

data and anonymized according to the above;

In complementary files the complete manus-

cript must be loaded in .doc or .docx (Word

file), that is to say with the data of the author

(s) and its institutional ascription; Also the

numbered figures should be uploaded in inde-

pendent files according to the corresponding

in the manuscript (as bitmap .jpg, .bmp, .gif,

or .png or as vector graphics .ps, .eps, .pdf).

It is also obligatory to upload the cover letter

and grant of rights as an additional file.

All authors must enter the required informa-

tion on the OJS platform and only one of the

authors will be responsible for correspondence.

Once the contribution has been sent the

system will automatically send the author for

correspondence a confirmation email of receipt

of the contribution.
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5. Editorial process

Once the manuscript has been received in

OJS, a first check by the editorial team of the

following points:

The topic is in accordance with the crite-

ria of the journal.

Must have the IMRDC structure.

Must be in the Ingenius format.

Must use the IEEE citation format.

All references should be cited in the text

of the manuscript as well as charts, figures

and equations.

The manuscript is original; for this, soft-

ware is used to determine plagiarism.

The assessment described above can take

up to 4 weeks.

If any of the above is not complete or there

is inconsistency, an email will be sent to the

author to make the requested corrections.

The author will make the corrections and re-

send the contribution through an email in res-

ponse to the notification and will also upload

the corrected manuscript into OJS supplemen-

tary files.

The editorial team will verify that the re-

quested corrections have been incorporated,

if it complies, the manuscript will start the

second part of the process that may be follo-

wed by the author through OJS, otherwise the

author will be notified and the manuscript will

be archived.

The second phase of the process consists

of the evaluation under the methodology of

double-blind review, which includes national

and foreign experts considering the following

steps:

The editor assigns two or more reviewers

for the article.

After reviewing the article, the reviewers

will submit the evaluation report with one

of the following results.

• Publishable

• Publishable with suggested changes

• Publishable with mandatory changes

• Non publishable

The editor once received the evaluation

by the reviewers will analyze the results

and determine if the article is accepted

or denied.

If the article is accepted, the author will

be notified to make corrections if required

and the corresponding editorial process

will be continued.

If the article is denied, the author will

be notified and the manuscript will be

archived.

In the two previous cases the result of

the evaluation of the reviewers and their

respective recommendations will be sent.

The second phase of the process lasts at

least 4 weeks, after which they will be notified

to the author giving instructions to continue

with the process.

6. Publication

The Ingenius Journal publishes two issues

per year, on January 1st and July 1st, so it is

important to consider the dates for sending the

articles and their corresponding publication.

Articles received until October will be consi-

dered for the January publication and those

received until April for the July publication.
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Teléfono: (+593 7) 205 00 00

Fax: (+593 7) 408 89 58

Email: srector@ups.edu.ec

Exchange

Exchange with other periodicals is accepted.

Address:
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