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Politécnica Salesiana, Ecuador.

Sergio Gamboa Sánchez, PhD, Universi-

dad Nacional Autónoma de México, México.
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Ricardo Beltran, PhD, Centro de Investi-

gación en Materiales Avanzados, México.
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Politécnica Salesiana, Ecuador.

Paul Chasi, MSc, Universidad Politécnica
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Universidad Politécnica Salesiana, Ecuador.

Jorge Fajardo Seminario, MSc, Universi-
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Luis Garzón Mñoz, PhD, Universidad
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ca Salesiana, Ecuador.

Edilberto Llanes, PhD, Universidad In-

ternacional SEK, Ecuador.
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Universidad Politécnica Salesiana, Ecuador.

Fran Reinoso Avecillas, MSc, Universi-
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versidad Politécnica Salesiana, Ecuador.

Efrén Vázquez Silva, PhD, Universidad
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Editorial

Dear readers:

The challenges left by the year 2020 make us
think about the importance of research to literally
keep humanity alive. The COVID-19 pandemics has
disrupted all ambits of our existences; even those
emporiums that believed to be indestructible have
been affected and many of them have required to
modify their usual activities to be able to survive.
Those who did not do it succumbed to the crisis
and closed their doors, generating unemployment
and increasing the gap between those who have lost
and those who should devise ways to survive.

Keeping active the research has not been an
easy task, the restrictions generated regarding ac-
cess to labs, free transit of people, importation of
supplies, the risk involved by continuing processes
especially those that require experimentation with
groups and many other things are currently barriers
that need to be overcome. Taking a quick look to
the gigantic world of publications, it is evident that
they have not stopped, they keep generating their
periodical contents with the established quality in-
dices. In Ecuador, for those who are in the exciting
task of scientific dissemination this is palpable, and
if we consider the number of papers received in
INGENIUS for this number, we may understand
that researchers devised processes to successfully
overcome the barriers generated by the pandemics.

I consider of utmost importance to remark the
innovation capability and ingenuity of researchers,
and this is why the pandemics, even though it has
caused many problems and human losses, for sure it
has also generated great challenges. The first and the
one that motivated the teamwork of thousands of
researchers worldwide has been the development of
a vaccine (in a record time). However, we should not

forget that a continuous research will be required to
provide support to the different changes undergone
by the virus which will modify its interaction with
human beings. It should be also considered that the
well-being of people has been affected and it will
be necessary a joint action to recover and improve
our lifestyles. For this, it is essential: to generate
proposals and developments to recover the sources
of employment and improve the economy of all fa-
milies, contributing to innovative ideas that enable
optimizing productivity, improving communication
systems, strengthening social security systems, deve-
loping cutting-edge technology, but with accessible
costs that enable all people to take part of the bene-
fits obtained. And, above all, contributing so that
the less advantaged have the opportunity to inte-
grate to a dignified life and may develop to be an
active part of the society.

The teamwork must be strengthened and privile-
ged, and thus we are very pleased to see that many
of the contributions that come to INGENIUS are
made by multidisciplinary groups and from different
countries, which has given rise to papers of great
value which for sure will contribute to the national
and international scientific community in the search
for products, systems, equipment, processes that
enable an accelerated development to achieve the
tranquility and calm that this pandemics took away.

Finally, I invite you to revise the papers chosen
for this edition: very valuable works from different
parts of the world which, thanks to the virtual and
communication systems, show that it is possible to
achieve the synergy necessary to obtain successful
results.

And do not forget that if research does not con-
tinue and strengthen the world, it will be exposed
to an imminent extinction.

John Calle-Sigüencia, PhD

EDITOR IN CHIEF
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Abstract Resumen
Food refrigeration is an essential process in homes,
and thus a home refrigerator becomes an indispens-
able appliance. Being this one of the biggest con-
sumers of electrical energy and contamination due to
the refrigerant used for its operation, it is important
to look for alternatives that improve this process.
This study aims to implement the HFO, R12354ze as
an ecological alternative in domestic refrigeration, in
response to environmental demands to reduce climate
change and deterioration of the ozone layer. Through
a thermodynamic and heat transfer analysis, simulat-
ing the cooling cycle and the behavior of the fluid in
heat exchange using specialized software and CFD,
the HFO is presented as an acceptable alternative
achieving cooling parameters which are between 5%
and 8% different from common refrigerators currently
used, with an environmental cost up to 99% lower,
without altering their energy efficiency. Taking ad-
vantage of the properties of the HFO, it is possible to
improve the coefficient of performance of the cooling
cycle by 12%.

La refrigeración de alimentos es un proceso esencial
en los hogares, por lo que un refrigerador doméstico
se convierte en un electrodoméstico indispensable.
Siendo este uno de los mayores consumidores de ener-
gía eléctrica y de contaminación por el refrigerante
que ocupa para su funcionamiento, es importante bus-
car alternativas que mejoren este proceso. En este es-
tudio se pretende implementar un HFO, el R12354ze,
como alternativa ecológica en la refrigeración domés-
tica, en respuesta a las demandas ambientales para
reducir el cambio climático y el deterioro de la capa
de ozono. Mediante un análisis termodinámico y de
transferencia de calor con simulaciones del ciclo de
refrigeración y el comportamiento del fluido en el
intercambio de calor utilizando software especializado
y CFD, se presenta al HFO como una alternativa
aceptable logrando parámetros de refrigeración en
rango entre 5 %-8 % de diferencia con refrigeradores
comunes utilizados actualmente, con un costo am-
biental de hasta un 99 % más bajo, sin alterar su
eficiencia energética. Aprovechando las propiedades
del HFO en el ciclo de refrigeración se logra mejorar
el coeficiente de desempeño del ciclo de refrigeración
en un 12 %.

Keywords: CFD, HFO, Kigal amendment, Paris
agreement, refrigeration, R1234ze.

Palabras clave: Acuerdo de París, CFD, HFO, en-
mienda Kigal, refrigeración, R1234ze
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1. Introduction

Historically, the mechanical refrigeration that uses flu-
ids for heat transfer has passed through various stages
to adapt to environmental needs. Starting with the Vi-
enna Convention for protecting the ozone layer (1985),
which forced to reach the Montreal Protocol (1995) re-
garding substances that deteriorate such layer (mainly
CFC and halogens); this agreement was successful and
the proposed goals were accomplished. In 2003 it was
seen as the most successful protocol until then; it was
frozen in 2015, and it is expected to completely elimi-
nate the HCFCs by 2030 in the developed countries,
and by 2040 in the remaining countries [1].

As a consequence, the United Nations create other
treaties and agreements for protecting the ozone layer
and the environment, among which it is highlighted
the Paris Agreement in 2015 that created the 2030
agenda, which requests to accelerate the reduction of
worldwide emissions of greenhouse gases, seeking to
maintain the global temperature increase far below 2
°C in this century [2]. In this context, in 2016, with
the Kigali amendment to the Montreal Protocol, an
agreement is reached to gradually eliminate the hy-
drofluorocarbons (HFC); even though they have a null
or low Ozone Depletion Potential (ODP), they possess
a high Global Warming Potential (GWP), which in-
creases the planet temperature. This amendment took
effect on January 1st, 2019, to reduce the production
and consumption of HFC in more than 80% during
the next thirty years [3].

With the meeting in Kigali it is agreed to reduce
up to placating the use of refrigerants with high GWP,
promoting the switching to alternatives less harmful
to the enviroment and improving the energy efficiency
in refrigeration and air conditioning. The opportunity
to change is very accepted, and in many cases results
profitable in industrial refrigeration and refrigerated
transport, and to a lesser extent in commercial re-
frigeration; however, the change results more costly
in the cases of mobile and commercial air condition-
ing and domestic refrigeration and, therefore, it is
more difficult to move away from HFCs. In addition,
in underdeveloped countries and countries with high
environmental temperature the change results more
costly and difficult compared to developed countries [4].
With the regulations and taxes to the refrigerants with
high GWP, it is seeked to make more complicated for
manufacturers to produce household appliances with
these refrigerants, making industry and researchers to
focus on looking for more ecological alternatives, which
do not result in relatively high costs in the adaptation
or replacement in refrigeration and air conditioning
equipment which has been in use.

HFOs, also called hydrofluoroolefins, might be one
of the main alternatives for the field of refrigeration;
they are currently the fourth generation of refrigerants.

In the International Fair of Green Energies in Refrig-
eration and Air Conditioning, the chemical engineer
Nohora Clavijo explained that the HFOs are double
bond organic compounds with a shorter atmospheric
life, and consequently they have less environmental
impact. In addition, the Honeywell company commu-
nicated that mixtures HFO/HFC will be utilized to
reduce the use of hydrofluorocarbons.

In experimental analyses conducted to compare
HFO with the HFC-134a in a vapor compression sys-
tem, the difference in the coefficient of performance
(COP) obtained for the R1234yf is between 3 and
11% smaller to the one obtained using R134a, and for
R1234ze is only between 2 and 8% below, using the
same compressor for the three cases [5]. In a research
involving an energy analysis in a vapor compression
system, Yataganbaba et al. [6] found R1234yf and
R1234ze as appropriate replacements for R134a, with
this being the refrigerant mostly used in domestic re-
frigeration. The HFOs may work similarly in domestic
refrigeration systems, without having the environmen-
tal penalty of the HFC.

1.1. Low levels of GWP and high safety

The GWP, or global warming potential, of a chem-
ical substance is a consequence of the combination
of its radiative forcing or climatic forcing (change in
the net irradiance in the transition zone between the
troposphere and the stratosphere due to a change in
the atmospheric concentration of a gas) and its useful
atmospheric life (time it remains in the atmosphere
without being disintegrated) [7].

Since hydrofluoroolefins are fluoridated compounds
without carbon, they have low levels of GWP and a
null ODP, fulfilling the regulations established to pro-
tect the ozone layer and the enviroment. In addition,
HFOs, as opposed to hydrocarbons (HC), do not have
a high risk of flammability, with ASHRAE safety clas-
sification between A1 and A2, low or null flammability.

Another great advantage of these refrigerants is
their compatibility with a great variety of lubricant
oils, and it is not necessary to make important adap-
tations in existing systems that operate with HFC or
HCFC. It does not cause wear in materials due to cor-
rosion, and due to their properties, it does not cause
high fatigue in the compressor.

1.2. Implementation of R1234ze in domestic
refrigeration

Most vapor compression domestic refrigerators use
HFC as working fluid in the cycle; these do not di-
rectly damage the ozone layer, but contribute to the
greenhouse effect, with R134a being the mostly used.
They are also being employed as ideal substitutes to
hydrocarbons for domestic refrigeration, products such
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as R600a, which has a very low contribution to global
warming; however, they are highly flammable if they
are not used properly, and it is necessary to replace
the complete installation. On the contrary, the HFO-
1234ze needs ten times more concentration and 250,000
times more energy than hydrocarbons to become in-
flamed, only above 30 °C. It is catalogued as a low
toxicity and slightly flammable fluid [8–10].

The refrigerant (HFO) R1234ze has efficiency char-
acteristics very similar to the HFC R134a and oper-
ates at similar pressures, and so it is not necessary
to make important changes to existing systems. The
atmospheric life of the refrigerant as a residue is only
eighteen days, much smaller than the thirteen years of
the R134a. A unique characteristic of the R1234ze is
the absence of flammability when mixed with air at less
than 30 °C of ambient temperature. For this reason, it
is considered not flammable for manipulation and stor-
age [11], [12]. In the research work by Ngoc [13] about a
refrigeration cycle that uses HFO-1234ze, HFO-1234yf,
R22 and R32 as alternatives to R134a, results show
that the cycle that uses R1234ze as refrigerant has the
highest coefficient of performance.

Due to these compatibilities and characteristics, a
refrigeration system of medium or low pressure|, in
this case a domestic conventional refrigerator, may be
coupled to operate with R1234ze without requiring
important changes to the system.

2. Materials and methods

In the study, the refrigeration cycle that will operate
with R1234ze was designed according to the data ob-
tained from a functional domestic refrigerator that
operates with R134a. The Genetron Properties soft-
ware provided by Honeywell and the database of the
Buffalo – NY-USA Research Lab are used to model
this thermodynamic cycle. In addition, for analyzing
the heat transfer of the refrigerant in the refrigeration
cycle, a CFD study is conducted using Fluent from
ANSYS, in which tests of evaporation in the corre-
sponding device and of temperature distributions in
the household appliance are carried out, simulating
the real operating conditions.

2.1. Characteristics of the refrigerant

The HFO 1234ze is a pure fluid with low toxicity and
flammability, constituted by fluor, hydrogen and oxy-
gen molecules. Table 1 presents the properties of this
fluid and compares them with refrigerant 134a.

Table 1. Properties of R134a and R1234ze

Property R134a R1234ze
Molecular weight (kg/kmol) 102 114

Critical temp. 101,1 109,4(°C)
Density 511,9 489,23(kg/m3)

Critical pressure 4059 3636(kPa)
ODP 0 0
GWP 1300 1

ASHRAE classification A1 A2L
Data taken from the Honeywell catalog [12]
and REFPROP [14]

2.2. Refrigeration cycle

For studying the refrigeration cycle, cycle conditions in
a refrigerator with R134a for subtropical climate, nom-
inal power of 0.104 kW, and operating with a 1/5 HP
Embraco EM3U50HLP compressor, are taken. Table 2
presents the properties of this reference refrigerator.

Table 2. Characteristics of the reference refrigerator

Characteristic Value

Name No-frost domestic
refrigerator

Type of refrigerant R134a
Mass of refrigerant 95 kg
Nominal power 104 W
Nominal volume 250 l
Freezer volumen 55 l

Refrigerator volumen 184 l

The refrigerator operates with evaporation and
condensation temperatures of –23.3 °C and 54.4 °C,
respectively, and the thermodynamic cycle for the
R134a is developed according to these conditions. The
parameters of the cycle are defined by means of the
thermodynamic properties of the refrigerant at the op-
erating conditions in the refrigerator. Figure 1 shows
the P-h diagram of the refrigeration cycle with R134a
which was made using EES [15] and the data obtained
experimentally.

In the calculation of the fundamental performance
parameters of the refrigeration cycle, the coefficient
of performance (COP) is calculated using Equation 1,
and this parameter represents the ratio between the
cooling capacity and the energy cost caused by the
compression cycle.

COP = Qe

Wc
(1)

Qe = (h1 − h4)ṁ (2)
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Where:

Qe: Cooling capacity , [W]
Wc: Power consumed, [W]
h1: Evaporator output enthalpy, [kJ/kg]
h4: Evaporator input enthalpy, [kJ/kg]
ṁ: Mass flow of refrigerant, [kg/s]

Figure 1. P-h diagram, real refrigeration cycle with R134a
[15]

The isentropic efficiency of the compressor is the
entropy generated in the real compression compared
to the one generated ideally. This parameter is defined
by Equation 3.

η = h2s − h1

h2a − h1
(3)

Where:

η: isentropic efficiency
h2s: Cooling capacity, [kJ/kg]
h2a: Power consumed, [kJ/kg]

2.3. Refrigeration cycle adapted to R1234ze

For comparing the performances of R1234ze and R134a,
the cycle of the reference domestic refrigerator is theo-
retically adapted to operate with HFO, without alter-
ing the operating conditions. For this purpose the re-
frigeration cycle is designed, using Genetron Properties,
maintaining the original parameters of the refrigerator
under study and entering the power consumed, con-
densation temperature, evaporation temperature and
compressor efficiency. This simulation will be called
case A. Figure 2 and Figure 3 present the P-h and T-s
diagrams, respectively, of the refrigeration cycle with
R1234ze.

Figure 2. P-h diagram, real refrigeration cycle with
R1234ze

Figure 3. T-s diagram, real refrigeration cycle with
R1234ze

2.3.1. Improvements to the thermodynamic cy-
cle

According to the indications of the R1234ze suppliers,
the COP of the cycle could be improved compensat-
ing the cooling capacity of the system with particular
adjustments in it, and besides, improving the perfor-
mance of the compressor would increase the efficiency
of the refrigerator with HFO. The quality of the mix-
ture at the outlet of the evaporator may be better
with R1234ze than with R134a, if the heat flow is
sufficiently low or if the mass velocity is sufficiently
high [16] besides, it has been experimentally seen that
the COP improves for cycles with R1234ze at greater
values of evaporation temperature [5]. On the other
hand, Sánchez et al. [17] indicate that a compressor
with larger displacement should be used, to achieve
the same cooling capacity than with a system with
R134a.

An improved cycle is proposed, where some changes
are carried to improve the performance of the refriger-
ation cycle. The operating parameters of the compres-
sor are modified, the condensation and evaporation
temperatures are readjusted adapting the operating
pressures, the physical characteristics of the system are
maintained, as well as the power supplied. It should
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be remarked that the modifications are theoretical,
and for experimental operation physical changes to
the installation of the domestic refrigerator would be
required. However, these repairs are minor compared
to the required to implement hydrocarbons [10].

Figure 4 presents the thermodynamic diagram of
the refrigeration cycle for the cases studied. In case
B the performance of the compressor is improved,
increasing the volumetric displacement and its isen-
tropic efficiency. In case C the operating temperatures
are modified, raising the evaporation temperature by
5.3 °C and reducing the condensation temperature by
4.4 °C. All these modifications seek to improve the
performance of the refrigerant in the thermodynamic
refrigeration cycle.

Figure 4. Improvements to the real refrigeration cycle
with R1234ze, Case A and Case B, T-s Diagram

2.4. CFD study of heat transfer

In the CFD study it is analyzed what is occurring with
the refrigerant in the heat exchanger that carries out
the heat absorption, simulating the pass of the refriger-
ant through the evaporator to obtain data about phase
change, temperature and behavior of the R1234ze re-
frigerant. In addition, it is simulated the air flow in
the refrigerator with the cooling capacity supplied by
the HFO, to compare with the temperatures achieved
in the compartments with the R134a, which are –13°
C for the freezer and 7 °C for the refrigerator, with
an average operation at an ambient temperature of 18
°C.

The study is carried out in a geometric model with
the dimensions of the reference refrigerator that op-
erates with R134a. The model has a total volume of
239 l of space of the service container, between freezer
and refrigerator. The evaporator consists of a pipe of
copper type K with coil shape and a nominal diam-
eter of 3/8 inches, located in the area of the freezer.
The geometry of the control volume for the refrigerant
in the evaporator and the control volume for the air
within the refrigerator are shown in Figure 5.

Figure 5. Geomtry of the control volume for simulation. a)
Refrigerant in the evaporator. b) Air within the refrigerator

2.4.1. Mathematical models for simulation

For the surrounding air within the refrigerator, the
volume of fluid model is used to simulate air circulation
and temperature change. The Euler-Euler approach is
utilized for the multiphase model in the evaporator,
which solves the momentum and continuity equations.
Two different phases that interact in the phase change
are modeled, the first as liquid or liquid-vapor mixture
and the second as vapor. Using the concept of volume
fraction with regime equations for each phase, for the
concentration of mass in the interaction of the phases
it is utilized the model established by Equation 4.

Ai = 6αp(1 − αp)
dp

(4)

Where:

Ai: Area of the interface
αp: Volume fraction of phase q
dp: Diameter of the bubble

The effects of viscosity and turbulence in the fluid
are simulated with the k − ε RNG model, which in-
cludes the eddy effect in the turbulence and improves
the effect of the Reynolds number for the effective vis-
cosity [18]. The model comprises expressions for each
variable, Equation 5 and Equation 6.

For k:

∂

∂r
(pk)+ ∂

∂xi
(pkui) =

∂

∂xj

(
αkµeff

∂

∂xj

)
+Gk +Gb − ρε− YM + Sk

(5)

For ε:

∂

∂r
(pε)+ ∂

∂xi
(pεui) =

∂

∂xj

(
αεµeff

∂

∂xj

)
+ C1ε

ε

k
(Gk + C3sGb)−

−C2ερ
ε2

k
−Rε + Sε

(6)

Where:
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Gk: Generation of turbulence kinetic energy due to
average velocity

Gb: Generation of turbulence kinetic energy due to
buoyancy

YM : Contribution of the fluctuating expansion on
the compressible turbulence at the general dis-
sipation rate

S and C: Constants and terms defined for each
variable

Rε: Term added in the RNG method to increase
the precision

αk and αε: Inverse of the effective Prandtl numbers
for k and ε, respectively

µeff : Effective viscosity

The conservation of energy and mass are estab-
lished by means of balancing the amount of mass that
gets in and the amount that gets out; for Euler model
the laws that govern these parameters are defined by
Equation 7 and Equation 8, respectively.

Conservation of energy:

∂

∂t
(αqρqhq) + O · (αqρq~uqhq)

= −αq
∂pq

∂t
+ ¯̄tq : O~uq − O · ~qq + Sq+

+
n∑

p=1
(Qpq + ṁpqhpq − ṁqphqp)

(7)

Conservation of mass:

∂

∂t
(αqρq) + O · (αqρq~uq) =

n∑
p=1

(ṁpq + ṁqp) + Sq

(8)

Where:

hq: Enthalpy specified for the secondary phase
Qpq: Intensity of heat exchange between the pri-

mary and secondary phases
hpq: Enthalpy of phase change
~vq: Velocity of the secondary phase q
ṁpq: Mass transferred from the primary to the

secondary phase
ṁqp: Mass transferred from the secondary to the

primary phase

Lee model defines the mass transfer by conden-
sation or evaporation of one phase to the other, the
liquid phase is defined as the primary phase and the
vapor phase as secondary depending on the conditions
of the refrigerant when entering the exchanger, this
model is described by Equation 9.

∂

∂t
(αpρp) + O ·

(
αpρp

~Vp

)
ṁqp − ṁpq (9)

Where:

ρp: Vapor phase
~Vp: Velocity of vapor
ṁpq: Rate of mass transferred in evaporation
ṁqp: Rate of mass transferred in condensation

In addition, Moraga correlation is integrated in the
interaction between phases to define the Lift coefficient
to simulate the effects caused by the eddy produced as
the fluid passes as liquid, the drag coefficient is defined
by Schiller-Naumann correlation to simulate the drag
in the liquid surface between phases [18].

3. Results and discussion

The thermodynamic parameters obtained in the cycle
of the domestic refrigerator with R134a, used as base
for the cycle with R1234ze, are shown in Table 3.

Table 3. Parameters of the refrigeration cycle with R134a

Parameter R134a
Evaporation temp. –23,3 °C

Overheating 18,3 °C
Condensation temp. 54,4 °C

Subcooling 8 °C
Mass flow 0,0012 kg/s

Isentropic efficiency 0,688
Power consumed 0,104 kW

With the thermodynamic tests conducted in the
simulations for R1234ze and the data obtained for
R134a, it may be seen that the difference in the coeffi-
cient of performance (COP) of the cycle with R1234ze
is reduced compared to the cycle with R134a; Figure
6 presents these results.

Figure 6. Coefficient of performance (COP)

The most important thing in a refrigeration system
is the capacity to produce cold or to eliminate heat; for
this purpose, it is calculated the cooling capacity and
the heating capacity of the refrigeration cycle. Figure
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7 compares these parameters for the cycle with R134a,
and cases A, B and C for R1234ze.

Figure 7. Cooling and heating capacity in thermodynamic
cycles

It may be observed that case C has the highest
heat capacity due to the modifications carried out at
the operating temperatures; however, to carry out this
modification it is necessary a greater energy consump-
tion by the compressor, which would reduce the energy
efficiency of the refrigerator. On the other hand, cases
A and B have capacities very similar to the cycle with
R134a.

Another parameter which exhibited important
changes in the thermodynamic study, is the discharge
temperature of the compressor. This information is
useful because a large discharge temperature produces
high fatigue in the compressor, and besides it is unfa-
vorable in the thermodynamic cycle since it increases
the work consumed by the compressor. Figure 8 shows
the data obtained regarding temperature variation in
the compressor for both refrigerants.

Figure 8. Temperature variation in the compression pro-
cess

Due to the properties of the HFO, it generates less
fatigue in the compressor because of a smaller discharge
temperature, and besides it is highly compatible with

various materials as opposed to hydrocarbons; this is
a great advantage for HFOs in vapor compression cy-
cles. Another important factor for the performance of
the compressor is the velocity at which the refrigerant
should flow. Table 4 presents the mass flow required
for each cycle studied.

Table 4. Mass flow required for each cycle [kg/s]

R134a R1234ze (A) R1234ze (B) R1234ze (C)
0,0012 0,0013 0,0014 0,0016

3.1. Results of the CFD study

3.1.1. Refrigerant in the evaporator

In a vapor compression refrigeration cycle, the evapo-
rator is responsible for absorbing heat, transporting it
to the compressor, and then expelling it to the envi-
ronment in the condenser. In this absorption process,
the refrigerant experiences a phase change from liquid-
vapor mixture to vapor, and the performance of the
refrigerant in the process is one of the main factors
that determines the cooling capacity of the cycle.

Figure 9 shows the phase change along the evap-
orator for the R1234ze refrigerant, to verify that the
HFO accomplishes the complete evaporation in the ex-
changer and does not deliver wet vapor to the compres-
sor, which may deteriorate it or produce malfunction-
ing during compression. The performance is compared
with the refrigerant R134a, having a scale from 0 to 1
for the quality of the mixture, with 0 corresponding
to the entering state (0.46 for R1234ze and 0.44 for
R134a) to the evaporator as liquid-vapor mixture and
1 for saturated vapor.

(a) (b)

Figure 9. State of the refrigerant during the phase change
in the evaporator. a) R1234ze, b) R134a

The characteristics of the refrigerant at the inlet
of the evaporator, such as operating pressure, quality
and mass flow, are given for the thermodynamic cy-
cle previously described for each refrigerant. It may
be observed that in these conditions the evaporation
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is similar for the two refrigerants under comparison,
the R134a requires a shorter pipe length to complete
the phase change; however, the HFO delivers a larger
percentage of superheated vapor. Figure 10 shows a
contour of average area measured at the outlet of the
evaporator with the total quality of the mixture.

(a) (b)

Figure 10. Quality of the refrigerant at the outlet of the
evaporator. a) R1234ze, b) R134a

Values of refrigerant temperature at the outlet of
the evaporator are also obtained, Figure 11. It is ob-
served in the results that there is overheating during
heat absorption, the temperature is greater at the
fluid surface in contact with the wall of the evaporator,
reaching –6.83 °C in average, and remaining at the
saturation temperature of –23.3 °C within the fluid.

Figure 11. Refrigerant (R1234ze) temperature at the out-
let of the evaporator

Compared to the HFC-134a, the HFO-1234ze
reaches a higher overheating temperature at the end
of the evaporation process, this variation is very small
and thus it will no produce an important effect at the
inlet of the evaporator. Figure 12 shows a comparison
of the temperature at different points of the fluid after
it leaves the evaporator.

Figure 12. Comparison of overheating temperatures

The results obtained with the CFD study of heat
transfer are in accordance with the results found by the
thermodynamic analysis conducted in the evaporator
with R1234ze; Table 5 shows the data for each case.

Table 5. Results of the studies for the evaporator

Parameter CFD Termodynamic
study

Evaporation temp [°C] –23,3 –23,3
Overheating temp. [°C] –6,83 –7,3

Mass flow [kg/s] 0,0013 0,0013
Quality of the fluid 1 1
Cooling capacity [W] 146,3 146,4

3.1.2. Air flow within the refrigerator

For the air flow in the total control volume of 239 l in
the compartments, 55 l for the freezer and 184 l for
the refrigerator, the air circulation is simulated at an
average velocity of 1.103 m/s generated by the fan of a
no-frost domestic refrigerator, which operates at 2070
RPM [18]. Figure 13 schematizes the air flow within
the refrigerator.

Figure 13. Air flow within the refrigerator

Tests were conducted with this flow for the cooling
capacities obtained in each refrigeration cycle with
R1234ze in the cases A, B and C under study. Figure
14 presents the results in a volume rendering of the air
temperature, obtained with the cooling capacities for
each case. Heat flows of –146.3 W for case A, –151.4
W for case B and –193.7 for case C were simulated.
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Figure 14. Volume rendering of temperature in the control
volume for cases A, B and C

The temperatures reached in the freezer and in the
refrigerator do not show a large variation for the three
cases under study. Figure 15 schematizes the results of
the temperatures at various points of the freezer, and
Figure 16 the results for particles in the refrigerator.

Figure 15. Comparison of temperatures in the freezer for
cases A, B and C

The temperature in the freezer reaches an average
value of –6 °C for case A, with peaks up to –8 °C; for
case B it reaches an average value of –8 °C, with peaks
up to –18 °C; and for case C with system redesign it
reaches an average value of –12 °C, with peaks up to
–22 °C.

Figure 16. Comparison of temperatures in the refrigerator
for cases A, B and C

The temperature in the refrigerator reaches an av-
erage value of 6 °C for case A with peaks up to 2 °C;
for case B it reaches an average value of 4 °C, with
peaks up to 0 °C; and for case C it reaches an average
value of 2 °C, with peaks up to –4 °C. These results
do not take into account losses due to air that enters
when the doors are opened.

4. Conclusions

The substances of the HFO family are considered as
the fourth generation of fluoridated refrigerants, due to
their physical and environmental properties, and they
are an excellent alternative for designing refrigeration
or air conditioning systems. The HFO-1234ze is one
of these alternatives, which due to its characteristics
is a highly likely replacement of R134a in domestic re-
frigeration systems. Its contribution to global warming
is 99.9% smaller than R134a and 75% smaller than
R600a, the refrigerants mostly used in domestic refrig-
eration, and due to their characteristics of null toxicity
and slight flammability, they fulfill environmental and
safety regulations currently established.

With the results obtained in the thermodynamic
and heat transfer tests conducted with Genetron Prop-
erties and ANSYS Fluent, besides the mathematical
analysis, it may be concluded that refrigerant HFO-
1234ze is suitable for working in a domestic refrigerator,
showing necessary refrigeration parameters without
having the environmental cost of conventional HFCs
and the high flammability of hydrocarbons.

With the same operating conditions in a domestic
refrigerator, the HFO has a cooling capacity only 8%
lower than HFC-134a; a cooling capacity 5% lower
is achieved with adaptations in the compression pro-
cess, and redesigning the system for different working
temperatures enables yielding a cooling capacity 20%
larger; however, with this redesign the energy efficiency
diminishes 2%. The coefficient of performance (COP)
of the cycle is 1.57 with R134a, 1.41 with R1234ze
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without adjustments, 1.46 for R1234ze with improve-
ments to the compressor and 1.8 for R1234ze with
redesign.

The discharge temperature in the compressor is
substantially smaller with refrigerant R1234ze com-
pared to R134a, being 16 ºC smaller in average, which
significantly favors the useful life and the energy con-
sumption of the compressor. It could be also observed
that the intake temperature does not show important
variations between the two fluids, and that, in all cases,
not wet vapor is delivered to the compressor. The tem-
peratures reached, both within the freezer and within
the refrigerator, are very similar to the experimental
temperatures of the reference refrigerator, and thus
it is expected to achieve a correct refrigeration when
using refrigerant R1234ze.

When performing physical adaptations to a refrig-
eration system to operate with R1234ze, data about
cooling capacity and operating temperatures and pres-
sures should be considered. It is necessary to take
advantage of the thermodynamic characteristics of the
refrigerant in the cycle, because the refrigerant works
better with higher evaporation temperatures and its
properties make it better for the compression process.
In future research works, it is recommended to study
mixtures of HFO and HFC to totally replace the latter,
without having to replace the devices that constitute
the refrigeration system.
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Resumen Abstract
Guillain-Barré Syndrome (GBS) is a neurological dis-
order where the body’s immune system attacks the pe-
ripheral nervous system. This disease evolves rapidly
and is the most frequent cause of paralysis of the
body. There are four variants of GBS: Acute Inflam-
matory Demyelinating Polyneuropathy, Acute Motor
Axonal Neuropathy, Acute Sensory Axial Neuropa-
thy, and Miller-Fisher Syndrome. Identifying the GBS
subtype that the patient has is decisive because the
treatment is different for each subtype. The objective
of this study was to determine which oversampling al-
gorithm improves classifier performance. In addition,
to determine whether balancing the data improves
the performance of the predictive models. Three over-
sampling methods (ROS, SMOTE, and ADASYN)
were applied to the minority class. Three classifiers
(C4.5, SVM and JRip) were used.

El síndrome de Guillain-Barré es un trastorno neu-
rológico donde el sistema inmune del cuerpo ataca
al sistema nervioso periférico. Esta enfermedad es
de rápida evolución y es la causa más frecuente de
parálisis del cuerpo. Existen cuatro variantes de SGB:
polineuropatía desmielinizante inflamatoria aguda,
neuropatía axonal motora aguda, neuropatía axonal
sensorial aguda y síndrome de Miller-Fisher. Identi-
ficar el subtipo de SGB que el paciente contrajo es
determinante debido a que el tratamiento es diferente
para cada subtipo. El objetivo de este estudio fue
determinar cuál algoritmo de sobremuestreo mejora
el rendimiento de los clasificadores. Además, deter-
minar si balancear los datos mejoran el rendimiento
de los modelos predictivos. Aplicamos tres métodos
de sobremuestro (ROS, SMOTE y ADASYN) a la
clase minoritaria, utilizamos tres clasificadores (C4.5,
SVM y JRip).
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The performance of the models was obtained using
the ROC curve. Results show that balancing the
dataset improves the performance of the predictive
models. The SMOTE Algorithm was the best balanc-
ing method, in combination with the classifier JRip
for OVO and the classifier C4.5 for OVA.

El rendimiento de los modelos se obtuvo mediante la
curva ROC. Los resultados muestran que balancear
el dataset mejora el rendimiento de los modelos pre-
dictivos. El algoritmo SMOTE fue el mejor método
de balanceo en combinación con el clasificador JRip
para OVO y el clasificador C4.5 para OVA.

Keywords: ADASYN, Classifiers, Unbalance, ROS,
SMOTE, Wilcoxon.

Palabras clave: ADASYN, clasificadores, desbalan-
ceo, ROS, SMOTE, Wilcoxon.
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1. Introduction

The Guillain-Barré Syndrome (GBS) is defined as an
autoimmune polyradiculoneuropathy and is the most
frequent cause of acute generalized paralysis [1]. The
GBS occurs when the immune system attacks part of
the peripheral nervous system. This disease evolves
rapidly and is characterized by weakness of the legs
which further advances to the arms, “ascending paral-
ysis”. The initial symptoms are muscle weakness and
tingling in the extremities. The severe cases require
mechanical ventilation. The cause is unknown, but two
thirds of the cases precede to a respiratory infection or
acute gastroenteritis. It has been recently associated
to the Zika virus. The GBS affects between 0.4 and 2.4
cases per 100,000 inhabitants/year. It appears at any
age, but it often shows a higher frequency in people
between 50 and 80 years old. It is slightly more fre-
quent in men than in women. It has a mortality rate
between 2% and 8%. Most people eventually recover
completely when the disease is mild or moderate, and
in other cases there may remain harms in the nervous
system for long time or even permanently [2]. Electro-
physiological and nerve conduction studies determine
the tests for diagnosing GBS. There are four main
subtypes of GBS:

• Acute Inflammatory Demyelinating Polyneuropathy
(AIDP).

• Acute Motor Axonal Neuropathy (AMAN).

• Acute Sensory Axial Neuropathy a (AMSAN).

• Miller-Fisher Syndrome (MF).

The recovery of the patient largely depends on the
prompt identification of the subtype of GBS. Each
subtype should be treated in a different manner, and
the treatment and costs vary according to the subtype
developed by the patient. In severe cases that generate
temporary or permanent immobility, the rehabilitation
therapies are often long and costly generating psycho-
logical and economic implications to the sick person
and to the relatives.

Machine Learning is a branch of Artificial Intel-
ligence that uses different mathematical, statistical
and optimization techniques, with the purpose of de-
veloping information analysis tools so that computers
«learn» through examples [3]. At present, disciplines
such as finance, oil, marketing, sales and health utilize
automatic learning as technological tool to make pre-
dictions. Specifically, in the health area, an increasing
number of models are being developed for diagnos-
ing diseases such as cancer [4], [5], diabetes [6], [7],
Parkinson [8] and Alzheimer [9], with excellent results.

Classification algorithms are in charge of analyzing
the data provided and determining the patients that
are healthy and the ones that are sick. However, one

of the most common problems in medical diagnosis is
the disproportionality of cases. In real life there are
more healthy patients than sick patients. For exam-
ple, if it is desired to diagnose patients with diabetes,
it will be found that a larger number of people are
healthy and a smaller number are sick with diabetes.
This disproportionality in the data is known as data
unbalancing. There are two types of unbalancing: bi-
nary and multiclass unbalancing. Binary unbalancing
occurs when in a dataset of two classes, one of the
classes has a larger number of data (majority class)
with respect to the other class (minority class). On the
other hand, multiclass unbalancing occurs when the
dataset comprises more than two classes, and the data
distribution is unequal for each of the classes [10].

Data unbalancing may affect the result of the clas-
sifiers since it tends to bias the results towards the
majority class (healthy patients). The standard classi-
fication algorithms are built for balanced data, i.e., the
same number of healthy and sick cases. For example,
for the case of patients with diabetes, the classifier will
ignore the patients with diabetes and will only take
into account healthy patients. The problem is that it is
desired to determine sick patients and not the healthy
ones. For this reason, it is necessary to use techniques
that help balancing the data.

In the specialized literature there are three tech-
niques most commonly used to overcome the problem
of data unbalancing [11].

• At the data level. This technique adds or
eliminates data to the class, until balancing the
dataset. This technique is also known as sampling
and is divided in three groups:

– Oversampling: consists in adding data to
the minority class until reaching balance
with the majority class.

– Downsampling: consists in eliminating data
from the majority class until reaching equi-
librium with the minority class.

– Hybrid: this technique combines oversam-
pling and downsampling simultaneously, to
reach a better balance between classes.

• At the algorithm level. They adapt or create
classification algorithms to reinforce the predic-
tion of the class.

• Sensitive cost. considers the costs associated
with the incorrect classification of the samples.
It uses different cost matrices that describe the
costs of incorrectly classifying any particular data
example.

The technique at the data level is one of the most
popular because it is independent of the classifier used,
and besides the data are treated before being used
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by the classifier. The oversampling technique is the
most commonly used since it adds data to the minority
class. There are different oversampling techniques that
generate data, yielding good results with respect to
downsampling which may eliminate important data
and affect the result of the classifier [12].

On the other hand, besides data unbalancing, the
distribution of the instances affects the results of the
classifiers [13]. There are techniques that add synthetic
data to the minority class and locate them in strate-
gic places to resolve the unbalancing problem and the
position of the instances.

The objective of this study was twofold. The first
was identifying which of the three oversampling al-
gorithms used to balance the original GBS dataset
improves the results of the classification algorithm.
The second objective was to establish if balancing
the data improves the performance of the predictive
models created with balanced data, with respect to
models created with unbalanced data. For this pur-
pose, Wilcoxon statistical test is utilized to know if
there is a statistically significant difference between
such models. At present, there are no studies in the
specialized literature to identify the main subtypes
of the GBS using Automatic Learning algorithms. In
previous studies [14], [15], predictive models were cre-
ated using the original unbalanced dataset. In this
experimental study, the training subsets are balanced
using three oversampling techniques (ROS, SMOTE
and ADASYN). Results demonstrate that balancing
the data improves the performance of the predictive
models. A performance of 90% was achieved in some
cases.

For this study, two binarization techniques (OVO
and OVA) were first used to create 10 binary subsets.
Then, the subsets were divided in training sets with
66% of the data, and test sets with 33% of the data.
Once the training data were obtained, three balancing
methods (ROS, SMOTE and ADASYN) were applied
to oversample the minority class and balance it with
the majority class. Once the data were balanced, three
classification algorithms were applied with different
approaches: C4.5 (decision tree), SVM (Support Vec-
tor Machine), JRip (Ripper). The performance of the
predictive models was determined using the Area Un-
der the Curve (AUC) of the ROC Curve. The results
of the predictive models are the average of the AUC
for 60 runs. At last, Wilcoxon test is applied to the
models created with balanced data that outperformed
the models created with unbalanced data, to know if
there is a statistically significant difference between
such models.

2. Materials and Methods

2.1. Dataset

The dataset used in this study is a collection of 129
patients diagnosed with GBS. One of the 4 main sub-
types of GBS was identified to each of these patients.
Table 1 shows the main features of the dataset.

Table 1. Features of the dataset

Characteristic Value
Number of classes 4
Number of instances 129
Number of attributes 16
Class 1 Instances (AIDP) 20
Class 2 Instances (AMAN) 37
Class 3 Instances (AMSAN) 59
Class 4 Instances (MF) 13

This information was obtained through the Na-
tional Institute of Neurology and Neurosurgery of the
City of Mexico (Instituto Nacional de Neurología y
Neurocirugía de la Ciudad de México). The original
dataset comprises 356 variables. In a previous paper 16
variables were identified as the most relevant ones [16].
The first 4 variables were clinical, and the following
14 belong to the nerve conduction test. The variables
used in the experiments are shown in the following:

v22: Symmetry (in weakness)
v29: Affectation of extraocular muscles
v30: Ptosis
v31: Cerebellar implication
v63: Amplitude of the left median motor nerve
v106: Area under the curve of the left ulnar motor nerve
v120: Area under the curve of the right ulnar motor nerve
v130: Amplitude of the left tibial motor nerve
v141: Amplitude of the right tibial motor nerve
v161: Area under the curve of the right peroneal motor
nerve
v172: Amplitude of the left median sensory nerve
v177: Amplitude of the right median sensory nerve
v178: Area under the curve of the right median sensory
nerve
v186: Latency of the right ulnar sensory nerve
v187: Amplitude of the right ulnar sensory nerve
v198: Area under the curve of the right sural sensory nerve

2.2. Automatic learning algorithms

2.2.1. Oversampling algorithms

Oversampling algorithms are a technique at the data
level that add data to the minority class, with the
purpose of balancing the unbalanced dataset. There
are diverse algorithms to oversample the classes. Three
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techniques that generate instances with different ap-
proaches were used for this study:

1. The Random Oversampling (ROS) Algorithm
obtains a random sample from instances of the
minority class and makes a copy of them. The
duplicated instances are placed randomly in the
dataset. ROS is a non-heuristic method whose
objective is to balance the minority class with
the majority class [17].

2. The Synthetic Minority Oversampling Technique
(SMOTE) oversamples the minority class gener-
ating synthetic instances with the purpose of bal-
ancing the minority class with the majority class
[18]. The new synthetic instances are generated
through interpolation between various instances
of minority classes, based on the nearest neigh-
bor rule. SMOTE performs this procedure in
the «feature space». The procedure to generate
synthetic data is the following: (a) Determine
the oversampling percentage necessary to be gen-
erated. (b) In order to generate the synthetic
objects, carry out the following procedure: (b1)
Randomly select an instance of a minority class.
(b2) Randomly choose its k-nearest neighbors
according to the Euclidean distance. (b3) Take
the difference between the feature vector and
each of the selected neighbors. (b4) Multiply the
difference times a random number between 0
and 1. (b5) Add this last value to the original
value of the sample. (b6) Return the synthetic
sample. (c) The new synthetic sample will be
placed between the instance originally selected
and each of the k-nearest neighbors.
The main difference between SMOTE and ROS is
that ROS duplicates data from the minority class
and adds them randomly. SMOTE generates syn-
thetic data and places them in a neighborhood
of the minority class.

3. The Adaptive Synthetic Sampling Approach for
Imbalanced Learning (ADASYN) is an extension
of SMOTE. ADASYN has two objectives: the
first is creating synthetic instances through linear
interpolation between the instances of the minor-
ity class, to reduce the imbalance of the minority
class with the majority class of the dataset. The
second objective that makes ADASYN different
with respect to SMOTE is that the data gener-
ated adaptively changes the decision boundary
adding data in the zone of the minority class
difficult to learn compared to the data of the
minority class which are easy to learn, through
a density distribution. ADASYN seeks to give
more weight to the data of the minority class
which are difficult to learn [19].

2.2.2. Classification algorithms

Three classification algorithms that determine their
results through different approaches were utilized. The
objective is contrasting the results of each of them:

1. Decision tree (C4.5): Is a supervised learning
algorithm in which each branch node represents
a choice among various options, and each leaf
node represents a decision. The classification
technique is performed by means of division cri-
teria, with a structure of inverted tree, similar to
a flowchart. It handles continuous and discrete
characteristics. It has high precision, stability, is
fast, easy to interpret and robust in the presence
of noise. C4.5 bases its results in a hierarchi-
cal and inductive learning manner, i.e., in the
discovery of patterns from examples [20].

2. Support Vector Machine (SVM): Is a supervised
learning algorithm which is employed for binary
classification. It belongs to the family of linear
classifiers, i.e., the original data are resized by
means of a mathematical function to search for a
linear separability between them. SVM is based
on the concept of constructing an optimal hyper-
plane, i.e., it creates a straight line that separates
the classes. The objective is to find the best hy-
perplane that divides the dataset and maximizes
the margin between the classes [21].

3. Ripper (JRip): Is one of the most popular algo-
rithms for classification problems, with a rule-
based approach. The classes are examined in
increasing size, and an initial set of rules is gen-
erated for the class using the reduced incremental
error JRip (RIPPER). It proceeds treating all ex-
amples of a particular sense in the training data
as one class, and finding a set of rules to cover all
members in that class. Afterwards, it passes to
the following class and does the same, repeating
this procedure until all classes are covered [22].

2.3. Performance Measure

The performance of the classification algorithms is
evaluated using the graph or curve of the Receiver
Operating Characteristics (ROC), and the Area Under
the Curve (AUC). The ROC curve measures how well
are the predictions classified, as well as the quality of
the model predictions [23]. The ROC curve is defined
as the sensitivity, which is the rate of true positives
shown in Equation 1. The 1-specificity is the rate of
false positives, shown in Equation 2. For this exper-
iment, it is used to identify among one of the GBS
subtypes.

sensitivity = V P

V P + FN
(1)



Torres-Vásquez et al. / Impact of oversampling algorithms in the classification of Guillain-Barré syndrome

main subtypes 25

1 − specificity = FP

V N + FP
(2)

The Area Under the Curve (AUC) enables identify-
ing a class. For example, recognizing if a patient suffers
a particular disease or is healthy. In this performance
measure, the values ≥ .900 are considered excellent
models. The values ≥ .700 indicate that they are good
models. However, values ≤ .500 are considered bad
models.

2.4. Binarization techniques

In classification problems it is common to find datasets
that are constituted by more than two classes, which
are known as multiclass datasets. Some classification
algorithms are only capable of discriminating between
two classes. For this reason, it is common to trans-
form a multiclass problem in binary subproblems. Two
binarization techniques are found in the literature;
One-Vs-One (OVO) and One-Vs-All (OVA) [24].

The OVO technique divides a problem of n classes
into n(n − 1)/2 binary subproblems, forming all possi-
ble pairs of classes. The OVA technique takes a class
as the minority class, and the remaining classes are
combined to form the majority class. This procedure is
performed n times according to the number of classes
that constitute the dataset. The OVO and OVA bi-
narization techniques are used to discriminate one
class from the others. In medical diagnosis problems,
they are used to identify a sick patient from other
healthy patients. Figures 1 and 2 show the 4 subsets
obtained with the OVA technique and the 6 subsets
obtained with the OVO technique, from the original
GBS dataset.

2.5. Validation

For each classification, the model is validated using
the train-test evaluation. The dataset is divided in two
subsets of data. The first is the training data, which
are used to build the model. The second are called
test data, which are maintained apart and are used to
evaluate the model. It is employed 2

3 of the dataset for
training and 1

3 for testing the model.

Figure 1. Binarization One-Vs-All (OVA)

3. Experimental procedure

As first step, the original unbalanced multiclass dataset
was converted in two binary subproblems. Two dif-
ferent binarization techniques (OVO and OVA) are
utilized. The difference between the two binarization
techniques is the following: the OVO technique creates
all possible combinations that can be formed with the
n classes that constitute a dataset; on the other hand,
OVA takes one class and converts it in minority class
and the remaining classes are combined to form the
majority class. OVA creates subsets depending on the
total number of classes in the original dataset. The
objective of creating binary subsets is that the bal-
ancing methods used in this study identify only two
classes, the minority class which is oversampled until
it is balanced with the majority class.
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Figure 2. Binarization One-Vs-One (OVO)

Table 2. Subsets obtained with the OVA technique

Subset Minority Majority
class class

SGB1 20 109
SGB2 37 92
SGB3 59 70
SGB4 13 116

A total of 10 binary datasets were obtained apply-
ing the two binarization techniques. Table 2 shows the
4 datasets created with the OVA technique, and Table
Tabla 3 shows the 6 binary datasets created with the
OVO technique. The first column shows the subsets
obtained with binarization technique. The second col-
umn contains the number of instances that constitute
the minority class. The third column shows the number
of instances in the majority class. It may be observed
that the OVA technique has a greater data unbalance
between the minority class and the majority class, with
respect to the OVO technique.

Table 3. Subsets obtained with the OVO technique

Subset Minority Majority
class class

SGB1 20 37
SGB2 20 59
SGB3 13 20
SGB4 37 59
SGB5 13 37
SGB6 13 59

As a second step, each of the 10 subsets were di-
vided. The data were split in 2/3 for training and the
remaining 1/3 for testing. In the following, three over-
sampling algorithms (ROS, SMOTE and ADASYN)
were applied to the minority class in the training data,
until balancing it with the majority class. The testing
data were used to measure the performance of the
models obtained.

Table 4. Results of the balanced subsets applying over-
sampling methods to the minority class for OVA

Subset Data A Data B Class a Class b
SGB1 14 59 73 73
SGB2 25 37 61 62
SGB3 40 7 47 47
SGB4 9 69 78 78

Data A: Unbalanced training data.
Data B: Data generated with SMOTE, ROS and ADASYN.
Clase a: Balanced minority class.
Clase b: Original majority class.

Table 4 shows the 4 balanced subsets for the OVA
technique. Table 5 shows the 6 balanced subsets for the
OVO technique. The first column shows the subsets of
the binarization technique. The second column shows
the minority class with the number of instances that
constitute it. The third column shows the number of
instances that were generated for each oversampling al-
gorithm. Columns 4 and 5 show the balanced minority
class and majority class, respectively.

The next step was obtaining the predictive models
applying three classification algorithms (C4.5, SVM
and JRip) to the 10 balanced subsets. It were con-
ducted 60 independent runs calculating the Area Un-
der the Curve (AUC) for the 10 subsets. The predictive
models are the result of the average of the AUCs for
the 60 runs. On the other hand, the same procedure
was carried out using the unbalanced subsets to obtain
predictive models with unbalanced data.
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Table 5. Results of the balanced subsets applying over-
sampling methods to the minority class for OVO

Subset Data A Data B Class a Class b
SGB1 14 9 23 23
SGB2 14 26 40 40
SGB3 9 5 14 14
SGB4 25 15 40 40
SGB5 9 16 25 25
SGB6 9 31 40 40

Datos A: Unbalanced training data.
Datos B: Data generated with SMOTE, ROS and ADASYN.
Clase a: Balanced minority class.
Clase b: Original majority class.

The last step was to compare the performance of
the models obtained with balanced data, with the mod-
els obtained with unbalanced data. The Wilcoxon sta-
tistical test was used to know if there is a statistically
significant difference between the models, provided
that balanced models have outperformed unbalanced
models. A significance value 0.05 was utilized.

The experiments were conducted in the R soft-
ware, designed for statistical analysis. The R Studio
version 1.2.1335 was utilized as integrated develop-
ment environment. The packages used for balancing
the data were: unbalanced for the ROS algorithm [25],
DMwR for the SMOTE algorithm [26] and UBL for
the ADASYN algorithm [27]. RWeka 0.4-39 [28] was
used for the classification algorithms C4.5 and JRip,
and 071 1.7-0 [29] was used for the SVM classifier.

The linear SVM classifier was optimized through
the tune function, assigning values of 0.001, 0.01, 0.1,
1, 10, 50, 80, 100 for the parameter C. The JRip and
C45 classifiers do not require optimization of hyperpa-
rameters.

4. Results and Discussion

Tables 6 and 9 show the results of the predictive mod-
els obtained. Three balancing methods (ROS, SMOTE
and ADASYN) were applied. Six unbalanced subsets
obtained were oversampled with the OVO binarization
technique, and four subsets with the OVA binarization
technique. Each value is the average of the results ob-
tained through 60 runs. The classifiers C4.5, SVM and
JRip were applied once the training set was balanced.
The models were evaluated using the ROC metrics.
The Wilcoxon statistical test was applied to the bal-
anced models against the unbalanced models, when the
balanced models outperformed the unbalanced models,
with the objective of knowing if the performance of
the balanced models obtained a statistically significant
difference.

The structure of the Tables is the following: the
first column shows the subsets obtained by means of
the OVO and OVA binarization techniques, the GBS

subtypes that constitute it, as well as the number of in-
stances for each subtype. The second column shows the
three classifiers used to obtain the predictive models
for each subset. The third column shows the results of
the predictive models using unbalanced data. Columns
4, 5 and 6 show the models obtained using balanced
data applying three oversampling techniques (ROS,
SMOTE and ADASYN). It is also observed that the
values in bold letter are the predictive models which,
besides outperforming unbalanced models, obtained a
statistically significant difference. Table 6 shows the
results of the 72 predictive models obtained using the
OVO binarization technique.

Of these models, 18 were created with unbalanced
data and 54 were obtained using balanced data apply-
ing the three oversampling methods. It was found that
32 balanced models could not outperform the unbal-
anced models. Other 15 balanced models outperformed
the unbalanced models, but no statistically significant
difference was found. On the other hand, 7 balanced
models outperformed the unbalanced models, and in
addition they had a statistically significant difference.

The best results were achieved with the subset
GBS6, obtaining 3 models with statistically signifi-
cant difference. On the other hand, the subsets GBS2
and GBS4 had 2 models each with statistically signifi-
cant difference. The subsets GBS1, GBS3 and GBS5
exhibited the worst performance with respect to the
unbalanced models, since a statistically significant dif-
ference was not found in any of them.

With respect to the balancing methods, Table 7
shows the results of the ranking obtained for each
method. These results were obtained assigning a po-
sition to each method depending on its performance
with each subset. For every row, a value is assigned to
each oversampling method. In the first row, a value
of 1 is assigned to SMOTE, since it obtained the best
performance. A value of 2 was assigned to ROS since
it obtained the second-best performance, and finally
the value of 3 is assigned to ADASYN because it was
the method with the worst performance. This opera-
tion is performed for every row. Subsequently, all the
values for each method are added and divided by the
number of rows to obtain the average. For example,
SMOTE obtained the first place 5 times, the second
place 6 times, the third place 5 times and the fourth
place 2 times. The sum of these values is 40, which is
divided by the number of rows in the table, 18 for this
case. The result is 2.222, which holds number 1 in the
ranking [30] because it is the lowest average.

For OVO, the SMOTE algorithm was the balancing
method with the best performance, with an average
score of 2.2222. The algorithms ADASYN and ROS
held the second place, because both obtained the same
average score of 2.7222. With respect to the classifiers,
Table 8 shows that the JRip classifier obtained the best
performance with an average score of 1.6667. The C4.5
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Table 6. Table of results of the predictive models applying ROS, SMOTE and ADASYN to oversample the minority
class.

Unbalanced Balancing Balancing Balancing
Subset Classifier data applying applying applying

ROS SMOTE ADASYN
GBS1 C4.5 0.9604 0.9514 0.9576 0.9292
AIDP-AMAN SVM 0.9576 0.9465 0.9618 0.9486
20-37 JRip 0.9563 0.9507 0.9403 0.9396
GBS2 C4.5 0.8585 0.8160 0.8551 0.8529
AIDP-AMSAN SVM 0.8472 0.8306 0.8333 0.8484
20-59 JRip 0.8260 0.8178 0.8549* 0.8545*
GBS3 C4.5 0.8132 0.8111 0.7965 0.7854
AIDP-MF SVM 0.6556 0.6340 0.6535 0.6792
20-13 JRip 0.8556 0.8493 0.7382 0.8396
GBS4 C4.5 0.9258 0.9093 0.9093 0.8897
AMAN-AMSAN SVM 0.8760 0.8692 0.8827 0.8845
37-59 JRip 0.8782 0.9059* 0.9065* 0.8877
GBS5 C4.5 0.8736 0.8826 0.8868 0.8486
AMAN-MF SVM 0.8806 0.8729 0.8847 0.8910
37-13 JRip 0.8854 0.8958 0.8889 0.8833
GBS6 C4.5 0.8007 0.8411* 0.7839 0.8209
AMSAN-MF SVM 0.7089 0.7600* 0.7534 0.7746*
59-13 JRip 0.8580 0.8561 0.8720 0.8264
The values are the average of 60 runs of the ROC curves using OVO.

classifier obtained the second place with an average
score of 1.8333. At last, the SVM classifier obtained
the worst performance with an average score of 2.500.

Table 7. Results of the ranking by balancing method for
OVO

Method Ranking Average score
SMOTE 1 2.2222
ADASYN 2 2.7222
ROS 2 2.7222

Table 9 shows the results of 48 predictive mod-
els, obtained using the OVA binarization technique.
Among these, 12 models were created with unbalanced
data and 36 were obtained using balanced data apply-
ing three oversampling methods. It was found that 15
balanced models could not outperform the unbalanced
models; 9 balanced models outperformed the unbal-
anced models, but no statistically significant difference
was found. On the other hand, 12 balanced models
outperformed the unbalanced ones, and besides had a
statistically significant difference.

Table 8. Results of the ranking by classifier for OVO

Classifier Ranking Average score
JRip 1 1.6667
C4.5 2 1.8333
SVM 3 2.5000

The best performances were obtained with the sub-
sets GBS1 and GBS4. In the subset GBS1, 8 balanced
models improved the unbalanced models, of which 5
models obtained a statistically significant difference. In
the GBS4 subset, 6 balanced models outperformed the
unbalanced models, of which 5 models obtained a statis-
tically significant difference. With the subset GBS2, 5
balanced models outperformed the unbalanced models,
but only 2 models obtained a statistically significant
difference. In the SGB3 subset it performed the worst.
Only 3 balanced models exceeded the unbalanced data,
without finding a statistically significant difference.

Table 10 shows the results of the ranking for the
balancing methods applying the OVA binarization
technique. The SMOTE algorithm obtained the best
performance with an average score of 1.9167, hold-
ing the first place. The ADASYN algorithm obtained
the second place, with an average score of 2.1667. At
last, ROS was the balancing algorithm with the worst
performance, holding the third place with an average
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Table 9. Table of results of the predictive models applying ROS, SMOTE and ADASYN to oversample the minority
class

Unbalanced Balancing Balancing Balancing
Subset Classifier data applying applying applying

ROS SMOTE ADASYN
GBS1 C4.5 0.7894 0.7873 0.8042 0.8162*
AIDP-ALL SVM 0.7162 0.7262 0.7750* 0.7722*
20-109 JRip 0.7826 0.7921 0.8102* 0.8215*
GBS2 C4.5 0.8729 0.8653 0.8900 0.8949
AMAN-ALL SVM 0.8564 0.8489 0.8490 0.8871*
37-92 JRip 0.8608 0.8513 0.8699 0.8949*
GBS3 C4.5 0.8723 0.8455 0.8795 0.8493
AMSAN-ALL SVM 0.7948 0.7982 0.7881 0.7827
59-70 JRip 0.8470 0.8358 0.8442 0.8536
GBS4 C4.5 0.7808 0.7806 0.8951* 0.7331
MF-ALL SVM 0.6464 0.7590* 0.7516* 0.6991*
13-116 JRip 0.8319 0.8440 0.8826* 0.7882
The values are the average of 60 runs of the ROC curves using OVA.

score of 3.0833.
With respect to the classifiers, the results of the

ranking are observed in Table 11. The C4.5 classifier
obtained the first place with an average score of 1.2500.
The JRip classifier ended up in the second place, with
an average score of 1.500. The third place was obtained
by the SVM classifier, with an average score of 2.7500.

Table 10. Results of the ranking by balancing method for
OVA

Method Ranking Average score
SMOTE 1 1.9167
ADASYN 2 2.1667
ROS 3 3.0833

The OVA binarization technique obtained the best
results. A total of 36 predictive models were obtained
with balanced data. Among these, 12 predictive mod-
els obtained a statistically significant difference. The
SMOTE algorithm was the balancing method with the
best results. The JRip classifier was the best algorithm,
according to the ranking.

Table 11. Results of the ranking by classifier for OVA

Method Ranking Average score
C4.5 1 1.2500
JRip 2 1.5000
SVM 3 2.7500

The OVA binarization technique obtained the worst
performance. A total of 54 predictive models were ob-
tained with balanced data, of which 7 predictive mod-
els achieved a statistically significant difference. The

ADASYN algorithm obtained the best performance as
oversampling method. The C4.5 classifier obtained the
best performance, since it obtained the lowest average
score.

5. Conclusions

In this research work, three oversampling algorithms
(ROS, SMOTE and ADASYN) were explored, with
the objective of knowing which obtains the best perfor-
mance; in addition, to know if balancing the original
dataset improves the performance of the predictive
models obtained with unbalanced data. These experi-
ments were conducted with a real dataset of patients
diagnosed with some subtype of GBS. Initially, binary
subsets were created applying two techniques (OVO
and OVA) to the original dataset. It was obtained
10 subsets divided in: 6 subsets with the OVO tech-
nique, and 4 subsets with the OVA technique. Each
subset was split into 66% of the data for training and
34% of the data for testing. The minority classes of
the training subsets were oversampled applying ROS,
SMOTE and ADASYN, with the purpose of balancing
the minority class with the majority class. Once the
subsets were balanced, three classifiers were applied:
C4.5, JRip and SVM. The results are the average of
60 runs of the ROC curve. Wilcoxon test was applied
to the predictive models obtained with balanced data
that outperformed the models with unbalanced data,
to know if there is a statistically significant difference
between them.

The OVA binarization technique obtained the best
result compared to the OVO technique. Applying the
OVA technique, 36 predictive models were obtained
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with balanced data, of which 12 had a statistically
significant difference. The best algorithm for balanc-
ing the data was SMOTE with respect to ROS and
ADASYN. The SMOTE algorithm improved the per-
formance of the predictive models according to their
oversampling features. SMOTE adds instances to the
minority class, extrapolating new instances instead of
duplicating them, as it is done by the ROS algorithm.
The ROS algorithm copies instances of the minority
class and adds them randomly, duplicating informa-
tion that may confuse the classifiers. On the other
hand, ADASYN is a variant of SMOTE which adds in-
stances to the minority class that are difficult to learn,
specially the ones located in the decision boundary;
this approach may not be enough information for the
classifier to identify the classes and improve the re-
sult. The C4.5 classifier obtained the best performance
according to the average score for OVO.

The results demonstrate that balancing the data
improves the performance of the predictive models
obtained with unbalanced data. On the other hand,
using automatic learning algorithms in disease diag-
nosis problems is feasible, and may contribute to the
identification of the GBS subtype that a patient gets.
As future works, hybrid oversampling and downsam-
pling techniques will be explored, in addition to the
use of other classifiers.
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Abstract Resumen
A batch reactor was designed and built to obtain
biodiesel from frying oil under sub-critical conditions,
with the purpose of reducing the reaction time to the
minimum possible. The design process is focused on
the selection of the material and the verification of
its resistance by means of a FEM analysis from a
Design of Experiments (DOE). Three levels of pres-
sure, temperature and wall thickness, respectively,
and a material categorical factor at two levels were
considered. The results obtained were that the ap-
propriate material for manufacturing the reactor is
304 stainless steel with a design safety factor of 1.
For constructing the system it was also necessary to
select all the complementary components. The final
operation tests showed that it is possible to safely
obtain the biofuel in the batch reactor with a degree
of conversion 88%, in a range of 5 to 8 minutes.

Se diseña y construye un reactor discontinuo para
obtener biodiésel a partir de aceite de fritura en condi-
ciones subcríticas con la intención de reducir el tiempo
de reacción al mínimo posible. El proceso de diseño
se centra en la selección del material y la verificación
de su resistencia mediante un análisis FEM a partir
de un diseño experimental DOE. Se consideran tres
niveles de presión, temperatura y espesor de pared,
respectivamente, y un factor categórico material a
dos niveles. Los resultados obtenidos permiten deter-
minar que el material apropiado para la manufactura
del reactor es acero inoxidable 304 con un factor de
seguridad de diseño de 1. Para el proceso de construc-
ción del sistema es necesario también la selección de
todos los componentes complementarios. Las pruebas
finales de funcionamiento muestran que es posible ob-
tener el biocombustible en el reactor discontinuo con
un grado de conversión del 88 % de manera segura
en un rango de 5 a 8 minutos.

Keywords: Biodiesel, Discontinuous reactor, sub-
critical conditions, DOE, Finite elements.

Palabras clave: biodiésel, reactor discontinuo,
condiciones subcríticas, DOE, elementos finitos
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1. Introduction

Most countries worldwide are concerned about reduc-
ing the emission of greenhouse gases, incorporating
new sources of energy as an alternative to fossil fuels
and recovering deforested territory with arable and
non-arable vegetation [1]. For this purpose, the pro-
duction of biofuels is a tangible alternative [2–4]. It
is expected that increasing the production of biofuels
will not only contribute to the conservation of the
environment, but also to the economical and social
development of the producing countries [5].

Conventional techniques for producing biodiesels
use reactors. A chemical reactor is a complex device
in which heat and mass transfer, diffusion and friction
may occur together with the chemical reaction under
control and safety devices. There are different types of
reactors according to the form of operation, the type
of internal flow and the phases they house [6–9]. In
general, it is sought to determine the size and type of
reactor, as well as the operation method necessary to
obtain the final product [10].

One of the important parameters intended to be
improved is the time for obtaining the biodiesel. Times
between 20 and 180 minutes have been reported in
previous studies [11]; in particular, in residual cooking
oils this time is 90 minutes.

In recent years, attention has been focused on seek-
ing raw materials different than vegetable oils such
as soy, palm, etc. This is mainly due to the cost of
obtaining the raw material, which is approximately 70
% of the total cost of obtaining biodiesel [6–8]. The
frying oil is another source of raw material, whose
advantage over other raw materials is that they are in
the category of residuals. This feature gives it a great
viability because it contributes to the reduction of the
environmental pollution.

In Latin America, the residual frying oil has the
potential to be used as a primary source for producing
biodiesel [12]. There is a large industry of fast and
traditional food that uses frying oil, which becomes a
waste after being used. For example, in Colombia 35 %
of the yearly production of 162 million liters of cooking
oil becomes a residual that is discarded in sewers [13],
and Spain produces 150 million liters of used vegetable
oil yearly [14].

On the other hand, in the industrial, educational
and residential sectors, there are countless products
and systems developed to accomplish a specific task.
All of them employ engineering materials chosen to
achieve an optimal performance. The process for ob-
taining a product comprises three macro-processes:
design, manufacturing and operation tests. The de-
sign stage starts determining the requirements and
constraints to further carry out a material selection
process [15].

In recent years, two methods for material selection

have been used in engineering development: traditional
and graphical. The former is based on the knowledge
and experience of the engineer, the latter on graphical
maps of engineering materials organized according to
their physical and mechanical properties [16].

The graphical method was developed as a very im-
portant support in the stage of conception and devel-
opment of the product [17, 18]. The graphical method
from Michael Ashby has been the most useful one in
recent years. It is a methodology that acts as a guide
for material selection, considering the attributes that
are related with each other by means of graphical se-
lection tables [18,19]. Performance indices are utilized,
which refer to groups of material properties with the
purpose of maximizing or minimizing them according
to the specific requirement. They are derived from the
objective function of the system, and are expressed by
means of mathematical equations.

Various authors have reported the use of the Finite
Element Analysis (FEA) technique for designing and
verifying chemical reactors subject to multiphase mod-
eling [20–23]. Studies, such as [24–26], mention that
parametric design provides mechanical systems with
the capability of synthesizing, simplifying and econo-
mizing the design process, which enables amplifying
and exploring possibilities of solution.

In the current study, it was carried out the de-
sign and construction of a batch reactor with external
recirculation to obtain biodiesel from residual frying
oil under subcritical conditions, with the purpose of
reducing the production time within a controlled and
safe framework that fulfills engineering requirements.
To this effect, it was proceeded to select the materials
and verify the resistance under the stress regime using
the finite elements technique.

2. Materials and methods

The following methodology was applied: selection of
materials, design by means of finite element analysis
(FEA), construction of the system and operation tests.
It is remarked the fact that the design of the reactor
was initiated with the observation of previous designs,
to come up with a completely new design which enables
reducing the time to obtain the biodiesel.

2.1. Selection of materials

It was utilized the graphical method from Ashby, with
the aid of the CES EDUPACK educational software.
It was defined the required functionality, the objective
and the constraints of the reactor (Table 1). From
Hooke´s law which gives the tensile stress in the elas-
tic zone (σ) as the product of Young´s modulus (E)
times the strain (ε), and the formula of mass (m) as a
function of volume and density (ρ), it was determined
the performance index (Equation 1).
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Table 1. Definition of the design requirements

Definition Detail
Functionality House the thermo-chemical process

Objective Minimize mass of the reactor (ρ) and
maximize mechanical resistance (σ)

Constraints

Withstand minimum and maximum temperatures of
160 °C and 400 °C, respectively

Withstand minimum and maximum pressures of
250 psi and 3000 psi, respectively

Resistance to oxidative and corrosive processe
Low cost

Good machinability and solderable

m = F

ε · E
· L · ρ = F · L ·

[ ρ
σ

]
⇒ Performance_indexño = ρ

σ

(1)

Taking all the functionalities and initial constraints
for the reactor, it was obtained the possibility of 600
alternatives of material among a total of 3900 op-
tions. The adjustment of the selection was carried out
according to the specific conditions of service (high
mechanical resistance, good performance at high tem-
peratures and resistant to chemical elements), local
availability of the material at the smallest cost possible
and a high density which enables the moving stability
of the system. (Figure 1).

Figure 1. Plot stress-density for selection of materials [18]

The input variables were: a maximum price of 10
USD, density between 5000 and 8000 kg/m3, service
temperature of 500 °C, resistance to alkaline sub-
stances and substances with pH greater than 7, mold-
ing and machinability capabilities that result in 18 pos-
sibilities of material framed in three groups: austenitic
stainless steels, annealed austenitic stainless steels and
nickel alloys.

2.2. Finite elements analysis (FEA)

Once the selection of materials for the reactor has
been performed, it was chosen the AISI 304 steel and
the nickel alloy to enter the FEA experimental de-
sign. On the other hand, the dimensions of the batch

reactor were stated such that it yields a continuous
recirculation capability of 1 liter.

A complete factorial design was stated where it
was taken into account the three main factors (con-
straints/requirements) of the reactor; pressure, tem-
perature and wall thickness in three levels, respectively.
A categorical variable (material) in two levels was also
considered. Table 2 shows the experimental design. The
ranges of pressure and temperature values were based
on studies regarding obtaining biodiesel in subcritical
and supercritical conditions.

Table 2. Design of experiment

Factors Levels
Bajo Medio Alto

Pressure (Mpa) 1,72 4,83 20,7
Temperature (°C) 160 200 400

Wall thickness (mm) 1,5 2 3
Material AISI 504 steel Allow Nickel -

It was performed a thermomechanical analysis by
means of finite elements using a multi-parametric sym-
metric 2D model created in Ansys APDL, to evaluate
the mechanical resistance of the reactor to the internal
conditions of pressure and temperature specified in
the design of the experiments. It was used a quarter
of the cross section due to the two planes of symmetry
existing in the model, Figure 2. For the two materi-
als used in this study it was defined an elastic linear
isotropic model of the material, whose properties are
shown in Table 3.

Table 3. Mechanical and thermal properties for the linear
elastic isotropic model of the material

Mechanical and thermal properties Material
AISI 304 Ni 800

Elasticity modulus (GPa) 193 196
Poisson coefficient 0,3 0,34
Yield stress (MPa) 220 335
Density (kg/m3) 7850 7940

Service temperature (°C) 850 816
Conductivity (W / kg-K) 16,2 11,5
Specific heat (J/kg-°C) 500 460

Thermal expansion coefficient (x 106 °C−1) 17 12
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Figure 2. Geometry and limiting conditions of a model
of asymmetrical reactor of quarter of axis for a thermome-
chanical analysis

The model was discretized with PLANE182 quadri-
lateral elements in their axisymmetric version; for all
cases, the size of the element was established at 1/5 of
the cylinder wall thickness, because this value assured
a convergence smaller than 5%. The model has 1830
nodes and 1520 elements. The limiting conditions for
the stationary thermomechanical analysis are shown
in Figure 2.

Two types of finite elements analysis were carried
out: one thermal stationary with the temperature and
convection conditions specified to obtain displacements
and thermal strains, and then a static structural anal-
ysis with the boundary conditions indicated such that
both studies were coupled in a multi-physical analy-
sis. The validation of the finite elements model of the
first type of analysis was carried out by means of the
Thin Wall Pressure Vessel theory (TWPVt), and the
circumferential or tangential (SZ) and longitudinal or
axial (SY) stresses were evaluated, because this the-
ory does not take into account the concentration of
stresses, such as covers, holes or abrupt changes in
the cross section. In the second finite element analysis,
the influence of pressure and temperature was evalu-
ated, and the results of the equivalent Von Mises stress
were compared to the yield stress of each material to
determine the safety factor of the reactor.

σe =
√

(σx + σy)− 3(σxσy − τ2
xy) (2)

where:

σe=Von Mises stress
σx=Stress normal to the X axis
σy=Stress normal to the Y axis
τ2

xy=Shear stress in the XY plane

According to the theory of thin wall pressure ves-
sels (internal diameter/thickness ratio greater than or
equal to 10), there are two main stresses which are a

function of the internal pressure (p), internal radius
(r) and wall thickness (t). These are longitudinal or
axial and circumferential or tangential stresses, whose
calculation formulas are (3) and (4), respectively:

Longitudinal or axial stress (SY):

σ1 = pr

2t (3)

Circumferential or tangential stress (SZ):

σt = pr

t
(4)

2.3. Construction of the system

(a)

(b)

Figure 3. Batch reactor a) System scheme, b) 3D config-
uration

The batch reactor (Figure 3) is constituted by a
tank, a circulation tube, and a recirculation pump to
stir the reagents. The tank consists of a cylindrical
tube with a length of 280 mm, an internal diameter of
71 mm and a wall thickness according to the minimum
thickness resulting from the design (FEM analysis).
The tank is coupled to a tube of length 1000 mm
and diameter of 12 mm and a high-pressure pump
that rotates at 250 rpm for recirculation and steering.
As the tube, the reactor will be manufactured using
the appropriate material studied in section 2.2 that is
available at the lowest cost. The loading flow (3 l/min)
is driven by a Motovario TXF005 motor. A thermo-
couple connected to the temperature controller and
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a pressure gauge to measure the internal pressure of
the vessel, were place on the reactor cover. The cover
comprises a flange with a teflon gasket. Two Problock
pressure gauges, from 0 to 150 psi, were placed on the
upper part of the reactor. The temperature of the reac-
tor is recorded by a Syscon AKC CB100 temperature
controller.

2.4. Operational tests

The tests were carried out at temperatures of 160,
180 and 200 °C, with methanol-oil molar ratios of 6:1
and 9:1, catalyst percentage (NaOH) of 0.5 and 1 %
and for a reaction time of 5 to 10 minutes to verify
the functionality of the batch reactor with continuous
recirculation capacity of 1 liter, reaching pressures of
250 psi (subcritical condition). For obtaining crude
biodiesel, it will be subject to distillation and wash
with atomized water until the wash water comes out
clean. After eliminating the secondary products, the
biodiesel will be heated at 105 °C for ten minutes to
dry or eliminate the water and the methanol residues.
After cooling, a volume of refined biodiesel was ob-
tained.

3. Results and discussion

3.1. Numerical and analytical results

The results of the static structural analysis are shown
in Table 4. The AISI 304 stainless steel and the Ni

800 nickel alloy have very similar elasticity module
and Poisson ratio, which indicates that the results of
the longitudinal (SY) and circumferential (SZ) stresses
practically do not vary, it only changes the safety
factor, defined as the ratio between the yield stress
of the material and the equivalent maximum stress
achieved. It is important to take into account that, in
this analysis, the safety factor was only obtained with
the circumferential and longitudinal stresses, which
does not necessarily represent a complete stress con-
dition of the point under analysis. According to the
results of the finite elements model, it satisfactorily
agrees with the theory of the thin wall pressure vessels.
The maximum error was approximately 4.2%.

3.2. Influence of the internal pressure and tem-
perature of the reactor

The study of the thermomechanical coupling of a quar-
ter of the cross section of the reactor was utilized to
determine the influence of the internal pressure and
the temperature. Tables 5, 6 and 7 show the influence
of the internal pressure for a condition of constant tem-
perature at 160 °C. The color legend was separated for
the AISI 304 stainless steel and for the Ni 800 nickel
alloy, since they have a different elastic limit. The red
color in Table 4 means that the material exceeds the
elastic limit and there is the possibility of permanent
deformations that lead to the failure of the bioreac-
tor. The deformation scale with respect to the not
deformed condition is the same for each case.

Table 4. Comparison of the longitudinal σl (SY) and circumferential σt (SZ) stresses from the finite element analysis
(FEA) and the thin wall pressure vessels theory (TWPVt)

DOE FEA TWPVt Error Safety FEA TWPVt Error Safety

Exp Pressure Thickness Material SY σl % factor SZ σt % factor(psi) (mm)
1 250 1,5 AISI 304 / Ni 800 2857 2917 2,1 10,5/15,8 5960 5834 2,1 5,0/7,6
2 250 2 AISI 304 / Ni 800 2127 2188 2,8 14,1/21,2 4502 4375 2,8 6,7/10,0
3 250 3 AISI 304 / Ni 800 1399 1458 4,1 21,4/32,2 3045 2917 4,2 9,9/14,8
4 700 1,5 AISI 304 / Ni 800 8066 8236 2,1 3,7/5,6 16827 16472 2,1 1,8/2,7
5 700 2 AISI 304 / Ni 800 6003 6177 2,8 5,0/7,5 12711 12354 2,8 2,4/3,5
6 700 3 AISI 304 / Ni 800 3951 4118 4 7,6/11,4 8597 8236 4,2 3,5/5,2
7 3000 1,5 AISI 304 / Ni 800 34614 35346 2,1 0,9/1,3 72216 70692 2,1 0,4/0,6
8 3000 2 AISI 304 / Ni 800 25784 26510 2,7 1,2/1,7 54552 53019 2,8 0,5/0,8
9 3000 3 AISI 304 / Ni 800 16956 17673 4,1 1,8/2,7 36898 35346 4,2 0,8/1,2



Pérez-Salinas et al. / Design and construction of a batch reactor with external recirculation to obtain biodisel

from residual oil frying under subcritical conditions 37

Table 5. Numerical analysis of the influence of the internal
pressure of the reactor

Constant temperature = 160 °C and internal pressure
250 psi (1.7 MPa)

Table 6. Numerical analysis of the influence of the internal
pressure of the reactor

Constant temperature = 160 °C and internal pressure
700 psi (4.8 MPa).

The finite element analysis shows similar results
of equivalent Von Mises stress for both materials, be-
cause the elasticity modules and Poisson ratios are

very similar; however, the safety factors are different
because there is a difference of about 100 MPa be-
tween their elasticity limits. The achieved maximum
Von Mises stress was larger for thicknesses of 1.5 mm
of the reactor wall, a minimum for thicknesses of 3 mm.
For an internal pressure of 250, 700 and 3000 psi, the
maximum Von Mises stress was 373, 1058 and 4555
MPa, respectively.

Table 7. Numerical analysis of the influence of the internal
pressure of the reactor

Constant temperature = 160 °C and internal pressure
3000 psi (20.6 MPa)

With the conditions of the axisymmetric finite ele-
ments modeling developed in this study, it is verified
that for the case of the AISI 304 stainless steel the
design is safe only for subcritical conditions of pressure
up to 250 psi and a minimum thickness of 2 mm, for
which a safety factor of 1.00 was obtained. The safety
factor is calculated as the ratio between ratio between
the elastic stress of the material and the equivalent
maximum stress achieved.

For the Ni 800 nickel alloy, the internal pressure
may be increased up to 700 psi with a thickness of 3
mm, where the safety factor is 1.10. For conditions of
supercritical internal pressure (3000 psi), the safety
factors are below 1.00 in all cases, which indicates that
the material has a very high probability of failure, For
this condition, the thickness of the reactor wall must
be drastically increased.

Tables 8, 9 and 10 show the influence of the tem-
perature for a condition of constant internal pressure
at 250 psi.
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Table 8. Analysis of the influence of the temperature of
the reactor

Constant pressure = 250 psi and temperature of 160
°C

Table 9. Analysis of the influence of the temperature of
the reactor

Constant pressure = 250 psi and temperature of 200
°C

Table 10. Analysis of the influence of the temperature of
the reactor

Constant pressure = 250 psi and temperature of 400
°C

For both materials, it may be verified that the
equivalent maximum stresses have a minimum varia-
tion as the temperature increases to values of 160, 200
and 400 °C; therefore, in this model the results are only
influenced by the change in internal pressure. It is as-
sumed that this is due to two factors: the temperature
gradient is minimum at the reactor wall due to the sta-
ble condition that is reached with the internal thermal
fluid (biodiesel) and the external convective flow (fire).
On the other hand, none of the temperatures reached
exceeds the service temperatures of the materials, 850
°C for the AISI 304 stainless steel and 816 °C for the
Ni 800 nickel alloy. Therefore, in a further research it
is important to develop a fatigue analysis to estimate
the useful life of the reactor.

3.3. Funcionality test

With the prototype developed according to section
2.3 and the considerations of the numerical analysis
(FEM), it was proceeded to conduct the operational
tests in the lab.

After executing the procedure stated in the method-
ology, it was obtained a volume of refined biodiesel of
transparent yellow color. The densities of biodiesel ob-
tained were analyzed (smaller density is better), taking
as reference temperatures of 160 °C, 180 °C and 200
°C used for the transesterification (Figure 4). When
comparing the means of the biodiesel results, statis-
tically significant differences were found; the largest
density occurred for 200 °C (0.89 g/ml), while at 160
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°C and 180 °C the density was 0.88 g/ml. The time
for obtaining the biodiesel starts from 5 to 10 minutes,
being stable to obtain it after 8 minutes.

Figure 4. Behavior of the internal reaction of the reactor
as a function of the temperature, pressure and time

4. Conclusions

The graphical method of material selection enables
reducing the time for selecting the material. The great
number of options for manufacturing a reactor makes
essential the need for a refinement in the selection when
determining the service conditions, such as tempera-
ture gradients, pressure ranges, chemical influences,
pH, and considerations such as cost and availability of
the material.

It was performed a symmetric finite element multi-
parametric analysis in 2D axis using the Ansys APDL
software, to evaluate the mechanical resistance of the
reactor. Such analysis enables determining the influ-
ence of the variables in the thermomechanical behavior
of the reactor. Results show that the design is safe only
for subcritical conditions of pressure up to 250 psi and
a minimum thickness of 2 mm for the case of the AISI
304 stainless steel, where a safety factor of 1.00 was
obtained. In the case of the Ni 800 nickel alloy, the
internal pressure may be increased up to 700 psi with
a minimum thickness of 3 mm, where the safety factor
is 1.10. At the limiting conditions of this model, the
temperature does not have influence on the Von Mises
equivalent stress.

A volume of 38.48 cm3 was obtained as a func-
tion of the diameter and length of the tubular section,
which represents the 3,47% of the total volume of the
reactor, thus, it was considered insignificant. On the
other hand, the recirculation flow managed by the
pump during the operation of the reactor was 3 l/min;
as a consequence, the fluid that passes through the
pipe has a residence time (cylindrical section / pump
flow) equal to 0.026 min (1.6 seconds), which makes
evident that the effect of the behavior of the piston
flow in the tubular section is not significant with re-
spect to the reaction process that occurred in the tank
of the reactor.

Through the reaction process, it was observed that,
as temperature increases, more soap is formed, which
increases the biodiesel density. However, with respect
to the biodiesel density obtained in subcritical condi-
tions, these values are within the European standard
that establishes a minimum range of 0.86 g/ml and
a maximum of 0.90 g/ml. This biodiesel quality was
achieved in an approximate time of 5-8 minutes.
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Abstract Resumen
In the present research work, a mathematical model
is obtained for predicting specific fuel consumption in
a 1.4-liter Otto cycle engine with electronic injection
without making modifications, when using as fuel
gasoline mixtures with concentrations in volume of
0%, 25%, 50%, 75% and 100% of anhydrous ethanol.
For the analysis of results, a simplex lattice reticular
mixture experiment design was carried out, which
was subject to an urban driving cycle in the city of
Cuenca at 2558 m above sea level in a roller power
bank. The data acquisition and the development of
the algorithm were carried out through an analysis of
descriptive statistical methods. The validation of the
algorithm was performed through residual analysis.
As a main result, there is a mathematical model that
enables predicting the engine fuel consumption, for
ranges of ethanol concentration from 0% to 100% in
the gasoline without needing to conduct real tests.

En la presente investigación se obtiene un modelo
matemático de predicción del consumo específico de
combustible en un motor ciclo Otto de 1,4 litros
con inyección electrónica sin hacer modificaciones,
al usar como combustible mezclas de gasolina con
concentraciones a partir de 0 %, 25 %, 50 %, 75 % y
100 % en volumen de etanol anhidro. Para el análisis
de los resultados se realizó un diseño de experimento
de mezcla reticular simplex lattice, el cual se sometió a
un ciclo de conducción urbano de la ciudad de Cuenca
a 2558 m s. n. m., en un banco de potencia de rodillos.
La adquisición de datos y la obtención del algoritmo
fueron a través de un análisis de métodos estadísticos
descriptivos. La validación del algoritmo se realizó
por medio del análisis de residuos. Como resultado
principal se cuenta con un modelo matemático, el
que permite predecir el consumo de combustible del
motor, para rangos de concentración de etanol del
0 % al 100 % en la gasolina sin la necesidad de realizar
pruebas reales.

Keywords: Ethanol anhydride; explanatory model;
fuel consumption

Palabras clave: etanol anhídrido, modelo explica-
tivo, consumo combustible
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1. Introduction

The concern about environmental pollution due to
residues of incomplete combustion and the depletion
of fossil fuels, motivates the study about the refor-
mulation of mixtures with alternative fuels. A viable
option is applying combinations of ethanol and gaso-
line, which may reduce air pollution and at the same
time improve the performance of the motor compared
with the unmixed oil fuel.

When evaluating the effect of these mixtures, there
is a variation in the total consumption of fuel, in this
line of study, according to the work by Al-Hasan,
(2003) [1]. In a Toyota Tercel vehicle with a four-
cylinder engine of 1.4 l capacity, four-stroke spark
ignition, compression ratio of 9:1, and a maximum
power of 52 kW at 5600 rpm, results in an approximate
increase of 8.3%, 9%, 7% and 5.7% in fuel consumption.

When biofuels are used in internal combustion en-
gines, consumption of such fuels increase [2]. This is
due to the fact that if the air-fuel stoichiometric ratio
decreases for the same revolutions per minute, same
load level and same air mass, the required fuel mass
should be greater [3].

Fernández, Mosquera, and Mosquera [4] demon-
strated that the use of ethanol mixed with gasoline
increases the consumption linearly with the mixture
used.

In the research conducted in a Lada vehicle with
a 1.3 l four-stroke engine and a carburation feeding
system, the fuel used is a 10, 20 and 30% mixture of
anhydrous ethanol in regular gasoline, of which Melo
et al. [5] conclude that as the percentage of ethanol in
the mixture increases, fuel consumption increases for
all the evaluated experimental points.

In the study conducted by Delión and Rojas [6] in a
1.4 liter Ford vehicle with respect to fuel consumption
for ethanol and gasoline mixtures, it was found that
the «increase of fuel consumption is greater due to the
increase in load or motor torque, maintaining the rpm
constant, and the polluting emissions are lesser than
with pure gasoline».

On the other hand, studies conducted in 1997, 1998
and 1999 by Kortum et al. [7], Apace [8] and Ragazzi
and Nelson [9], respectively, match the research studies
carried out in 2003 by Al-Hassan [1], He et al. [10] and
Patzek [11], 2004 by Wu et al. [12], 2005 by Coelho et
al. [13], Hansen et al., Niven [14] and American Coali-
tion for Ethanol [15], 2006 by Behrentz [16], Durbin
et al. [17], Shapiro [18] and Yucesu et al. [19], 2008 by
Acevedo et al. [20], as well as the more recent works
by Doe et al. [21], in which fuel consumption increases
from 1 to 6% in engines without modification using
mixtures with 0-25% of ethanol, since the consumption
depends on the electronic control system of the engine.

Research works conducted about fuel consumption
for mixtures of anhydrous ethanol and gasoline, con-

clude that consumption increases as the concentration
degree of ethanol in the gasoline increases.

These research works do not consider in their
methodology, the development of an experimental de-
sign by mixtures together with the application of a
driving cycle typical of high-altitude cities.

This work was conducted with the purpose of ob-
taining a mathematical algorithm that enables calcu-
lating the specific fuel consumption of a Hyundai Getz
1.4-liter vehicle, for different mixtures of anhydrous
ethanol and gasoline at a height of about 2558 meters
above sea level.

2. Materials and methods

The methodology applied consists of a simplex retic-
ular (q, m) experimental design by mixtures, which
considers q components and enables fitting a statis-
tical model of order (m); this consists of all possible
combinations of components or mixtures that may
be formed considering that proportions may take the
(m+1) values between zero and one, given by Equation
1 [22].

xixixi = 0.1
m
,

0.2
m
, . . . ,

m

m
(1)

The anhydrous ethanol-gasoline mixture is identi-
fied with the nomenclature (E) followed by a number,
the letter represents the mixture, and the number indi-
cates the percentage of ethanol added to the gasoline.
This mixture is characterized by its density, which
is obtained using the method of the pycnometer, the
octane rating by means of an octane rating meter that
meets the ASTM 2699 – 86 standard, and the high
and low calorific value (HHHcs Ex), (HHHci Ex) according
to Equations 2 and 3, that enable calculating this
property [23].

HHHcs Ex = %EEE×HHHCs etanol + %G×HHHCs gasolina (2)

HHHci Ex = %EEE ×HHHCi etanol + %G×HHHCi gasolina (3)

In order to obtain the mathematical model, the
data are statistically validated using the test for out-
liers, and a statistical model is fitted to investigate
the effect of the components on the response. A first
approximation may be obtained fitting a first order
model (Equation 4).

E(y) =
q−1∑
i=1

βiχi (4)

When fitting a quadratic model, it is also necessary
to incorporate the constraint x1 + x2 + . . .+ xq = 1,
because this will give a special characteristic to the
model. To illustrate the idea, it is assumed that there
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are three components, x1, x2, x3, and thus the second
order polynomial is given by Equation 5.

E(y) =
q∑

i=1
βiχi +

∑
i<j

q∑
j=2

βijχiχj (5)

If the quadratic model is not enough for describ-
ing the response, the special cubic model nay be used
(Equation 6).

E(y) =
q∑

i=1
βiχi +

∑
i<j

q∑
j=2

βijχiχj+

+
∑
i<j

q∑
j=2

δijχiχj(χi − χj)+

+
∑
i<j

∑
j<k

fq∑
j=3

βijkχiχjχk

(6)

For obtaining the mathematical algorithm of fuel
consumption, it is established the methodology indi-
cated in Figure 1.

Figure 1. Methodology applied 1

2.1. Experimental design

The experimental design employed is reticular simple
lattice by mixtures, using the Minitab 17 Statistical
software, see Table 1, which indicates the number of
components, anhydrous ethanol and gasoline for this
case; design points, 21, degree of reticulum used, 4;
in addition, the sequence of the experimental runs is
random.

2.2. Characterization of the mixtures

The fuel used is a mixture of anhydrous ethanol with
gasoline, which meet the specifications of the NTE
INEN 2 478:2009 [24] and NTE INEN 935:2010 [25]
standards, respectively. The used mixtures are charac-
terized (see Table 2) indicating density, octane rating
and calorific value.
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Table 1. Random experimental design

Sequence established Run sequence Type Pt. Blocks ETHANOL GASOLINE
17 1 0 1 0,5 0,5
16 2 2 1 0,25 0,75
3 3 0 1 0,5 0,5

14 4 –1 1 0,75 0,25
9 5 2 1 0,25 0,75

19 6 1 1 1 0
2 7 2 1 0,25 0,75

13 8 -1 1 0,25 0,75
10 9 0 1 0,5 0,5
1 10 1 1 0 1

12 11 1 1 1 0
21 12 –1 1 0,75 0,25
7 13 –1 1 0,75 0,25

15 14 1 1 0 1
11 15 2 1 0,75 0,25
18 16 2 1 0,75 0,25
20 17 –1 1 0,25 0,75
8 18 1 1 0 1
5 19 1 1 1 0
6 20 –1 1 0,25 0,75
4 21 2 1 0,75 0,25

Table 2. Physicochemical properties of the mixtures

Fuel
Physicochemical properties

Density (kg/m3) Octane rating High calorific Low calorific
(RON) value (kJ/kg) value (kJ/kg)

E0 740 85,6 47 300 44 000
E25 760 90,95 42 900 39 725
E50 768,7 96,3 38 500 35 450
E75 782 101,65 34 100 31 175

E100 790,7 107 29 700 26 900

2.3. Measurement of fuel consumption

This research is developed in the city of Cuenca
(Ecuador) located at 2558 meters above sea level, the
fuel consumption tests are carried out in a 1.4-liter
Hyundai Getz vehicle with electronic injection sys-
tem and treatment of gases with a three-way catalytic
converter; the compression ratio is 9,5:1, DOHC dis-
tribution system with four valves per cylinder and
atmospheric type aspiration Hyundai Motor Company
(2011) [26].

For performing the different tests of this research
work, the original fuel feeding system of the vehicle is
replaced by an alternate supply system meeting the
technical specifications of the manufacturer, with the
purpose of preventing alterations in the fuel mixtures.

The equipment utilized for measuring fuel con-
sumption is the FLOW-MASTER MAHA CH-4123
flow meter. Figure 2 illustrates the installation of the

equipment in the vehicle; Table 3 indicates the data
obtained according to the design of experiment

Figure 2. Tests of operation 1
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Table 3. Measurement of fuel consumption

Sequence established Run sequence ETHANOL GASOLINE
Fuel

consumption (g/km)
17 1 0,5 0,5 0,0435
16 2 0,25 0,75 0,0405
3 3 0,5 0,5 0,0405

14 4 0,75 0,25 0,037
9 5 0,25 0,75 0,0475

19 6 1 0 0,0475
2 7 0,25 0,75 0,0495

13 8 0,25 0,75 0,05
10 9 0,5 0,5 0,04
1 10 0 1 0,043

12 11 1 0 0,0515
21 12 0,75 0,25 0,045
7 13 0,75 0,25 0,0465

15 14 0 1 0,036
11 15 0,75 0,25 0,0475
18 16 0,75 0,25 0,047
20 17 0,25 0,75 0,04
8 18 0 1 0,036
5 19 1 0 0,0515
6 20 0,25 0,75 0,0355
4 21 0,75 0,25 0,049

To obtain specific fuel consumption, it was utilized
the driving cycle representative of the city of Cuenca,
which is identified in Figure 3; a micro-cycle is ap-
plied with the first five minutes, since they are the

most distinctive ones as determined by means of a
pre-experimental analysis. The test is carried out on a
Maha LPS 3000 power bank.

Figure 3. Driving cycle representative of the city of Cuenca

2.4. Data treatment for the response model

With the data of the experimental design as a function
of the different mixtures, it is convenient to conduct
validation tests of the results before proceeding to
obtain the response model. The R22 Dixon test for
outliers [27] was established for validating the results.

After the data have been validated the model is con-
structed, and a residual analysis is performed with
the purpose of verifying the hypotheses of normality,
homoscedasticity, independence and linearity of the
model.
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3. Results and discussion

In order to determine the model that explains fuel
consumption, a multivariable linear regression analysis
is carried out with the data obtained from the DOE,
and a higher order model is fitted as indicated in Table
4, where the different values of «R2» and «p-value»
are observed. This information enables choosing the
linear model, to meet the assumptions, and it is also
observed in the «p-value» column that the higher order

models are greater than the 0.05 significance level, and
thus these models are not considered.

After the linear model has been selected, the es-
timated regression coefficients are determined (Table
5), and it is obtained the formula of the model for
predicting consumption shown in Equation 7.

2Y = 0.05100(etanol) + 0, 03455(gasolina) (7)

Table 4. Summary of the models fitted for fuel consumption

Model P-value (%) Predicted (%) Adjusted (%)
Linear 0 94,2 93,04 93,86

Quadratic 0,274 94,6 92,66 93,94
Complete cubic 0,784 94,6 91,92 93,62
Complete cubic 0,126 95,3 91,59 94,17
Note. Value *p < 0,05

Table 5. Regression coefficients estimated for fuel consumption

Term Coeff. EE of the coeff. T P VIF
ETHANOL 0,051 0,000562 * * 1,19
GASOLINE 0,03455 0,000562 * * 1,19
Note. Value *p < 0,05

The results indicated in Figure 4 are obtained after
applying Equation 7.

In addition, in the variance analysis for the linear
model, as indicated in Table 6, the «p-value» = 0,000,
therefore, the model is significant and with a very good
adjusted «R2» of 93.86.

The remaining models are excluded because they
do not meet the p-value assumption [28].

Once the standardized analysis of variance has

been conducted, graphical results are shown in the
following which confirm the fit of the model to the fuel
consumption.

In order to evaluate the model of fuel consumption,
a four in one residuals plot is utilized, as indicated in
Figure 5. This graphical analysis with respect to the
standardized residuals, enables verifying the fit of the
experimental model obtained previously.

Figure 4. Result of the numerical algorithm
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Table 6. Variance analysis for fuel consumption

Source GL SC Sec. SC Adjust. MC Adjust. F P
Regression 1 0,00061 0,000609 0,000609 306,5 0

Linear 1 0,00061 0,000609 0,000609 306,5 0
Residual error 19 3,8E-05 0,000038 0,000002

Lack of adjustment 3 8E-06 0,000008 0,000003 1,34 0,3
Pure error 16 0,00003 0,00003 0,000002

Total 20 0,00065
Note. Value *p < 0,05

Figure 5. Residuals plots for the fuel consumption data

From the analysis of Figure 5, the following con-
clusions are drawn:

a. The normal probability plot shows that the resid-
uals follow a normal distribution, since the fit to
a normal trend line.

b. The Histogram plot of the residuals is bell-
shaped, having a value of –2,02 for observation
number nine, which is out of the allowed range
(–2,0) in standard residual; however, this does
not have a greater significance in the model, and
the normality of the data is accepted.

c. On the other hand, in the plot of standard-
ized residuals versus fitted values, no abnormal
trend is observed that indicates a bad fit of
the model, since the residuals are randomly dis-
tributed around zero, and thus it is considered
that there is independence.

d. At last, in the plot of standardized residuals
versus the sequence of observations, there is a

random pattern around the central line, no as-
cending or descending trends of the observations
occur that indicate a bad fit of the model.

With this analysis it is concluded that the variance
is correct and that the model does not exhibit anoma-
lies in the results, and thus it may be used to predict
fuel consumption in a better manner.

Figure 6 shows a plot of the response of the mix-
ture (ethanol-gasoline) in the fuel consumption. This
enables evaluating how the components are related to
the response using a fitted model.

The tracking plot of fuel consumption shown in
Figure 6, provides the following information about the
effects of the components:

It is observed that fuel consumption has a growing
trend as the ethanol increases up to a maximum in
E100, while decreases the concentration of the second
component, in this case gasoline extra.

Also note that the slope of the curve is steeper in
the section between 0 and 15% of ethanol, and in the
section after 40%; therefore, in the range between 15
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and 40% it is less step, corresponding to the zone of
less fuel consumption.

Figure 6. Tracking plot of fuel consumption response

4. Conclusions and recommendations

Specific fuel consumption is directly proportional to
the percentage of ethanol in the mixture, i.e., as the
percentage of ethanol in the mixtures increases, spe-
cific fuel consumption increases as well. Therefore,
with an E20 mixture there is a 7% increase in fuel
consumption, while in an E100 mixture there is 31.3%
more consumption with respect to the gasoline of 86.5
octanes.

It was established a mathematical model that en-
ables determining fuel consumption for different per-
centages of ethanol in the gasoline, which can be ap-
plied for contrasting real tests.

The increase in fuel consumption is due to the re-
duction of the calorific value of the mixture as the
concentration of ethanol varies.

During the development of the tests, the vehicle
operated correctly without showing anomalies for con-
centrations greater than 30%.
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Abstract Resumen
Tables are widely adopted to organize and publish
data. For example, the Web has an enormous number
of tables, published in HTML, embedded in PDF
documents, or that can be simply downloaded from
Web pages. However, tables are not always easy to
interpret due to the variety of features and formats
used. Indeed, a large number of methods and tools
have been developed to interpreted tables. This work
presents the implementation of an algorithm, based
on Conditional Random Fields (CRFs), to classify
the rows of a table as header rows, data rows or meta-
data rows. The implementation is complemented by
two algorithms for table recognition in a spreadsheet
document, respectively based on rules and on region
detection. Finally, the work describes the results and
the benefits obtained by applying the implemented al-
gorithm to HTML tables, obtained from the Web, and
to spreadsheet tables, downloaded from the Brazilian
National Petroleum Agency.

Las tablas son una manera muy común de organizar
y publicar datos. Por ejemplo, en el Internet se halla
un enorme número de tablas publicadas en HTML
integradas en documentos PDF, o que pueden ser sim-
plemente descargadas de páginas web. Sin embargo,
las tablas no siempre son fáciles de interpretar pues
poseen una gran variedad de características y son
organizadas en diferentes formatos. De hecho, se han
desarrollado muchos métodos y herramientas para
la interpretación de tablas. Este trabajo presenta la
implementación de un algoritmo, basado en campos
aleatorios condicionales (CRF, Conditional Random
Fields), para clasificar las filas de una tabla como
fila de encabezado, fila de datos y fila metadatos. La
implementación se complementa con dos algoritmos
para reconocer tablas en hojas de cálculo, específi-
camente, basados en reglas y detección de regiones.
Finalmente, el trabajo describe los resultados y bene-
ficios obtenidos por la aplicación del algoritmo para
tablas HTML, obtenidas desde la web y las tablas en
forma de hojas de cálculo, descargadas desde el sitio
de la Agencia Nacional de Petróleo de Brasil.

Keywords: Tabular Data, HTML Tables, Spread-
sheets, Conditional Random Fields, Machine Learn-
ing, Algorithm.

Palabras clave: datos tabulados, tablas HTML,
hoja de cálculo, campos aleatorios condicionales,
aprendizaje automático
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1. Introduction

The volume of data available on the Web has grown
in a dizzying way, which makes the Web a vast repos-
itory of data that describe our environment and our
interactions. The wealth and strength of these allow
the development of today’s economy and society.

The data found on the Web are related to product
information, articles imparting encyclopedic knowl-
edge, presentations of state-of-the-art scientific results
or reports on current financial data. A great part of
those data can be found in tables, which require a par-
ticular analysis since they may be expressed in HTML,
embedded in PDF documents or made available as
downloadable spreadsheets, among other formats. Usu-
ally, they are organized merely and compactly as rows
and columns, but they can be much more complex,
with metadata and additional information.

Tables proved to be valuable sources, but their use
can be very diversified, ranging from Web search to
data discovery in spreadsheets and knowledge base
augmentation [1]. In the literature, one finds research
about methods and tools for tabular data extraction
from spreadsheets, HTML table, tables embedded in
PDF documents, etc. The vast majority of these meth-
ods and tools follows strategies based on heuristic rules
and machine learning algorithms. The strategy for tab-
ular data extraction and for table row classification
also depends on the document format. Exploring a
large set of tables has been a challenge because, in ge-
neral, table semantics is not known. In [2], a corpus of
over 100 million tables is presented, but the meaning of
each table is rarely explicit in the table itself. Another
challenge is the structure of the table. For example,
the tasks described in [3–6] focus on recovering table
semantics and linking table data with external sources
for tables classified as genuine, with considerable data
loss. These works do not consider fundamental aspects,
such as the orientation of the table, and discarded
those tables that are classified as non-genuine.

Another aspect to consider is based in the kind
of document, for example, Correa and Zander [7] an-
alyzed a group of methods and tools focused on ex-
tracting tabular content from PDF based on two main
characteristics: ease of use and output results and
the categorization of the tools based on theoretical
proposals, free of cost and commercial. In [8] were
developed several heuristics, which together recognize
and decompose tables in PDF files and store the ex-
tracted data in a structured data format (XML) for
ease of use, these heuristics are divided into two groups:
table recognition and table decomposition. Other tech-
niques were presented in [9] for data tabular extrac-
tion from PDF documents with the goal of identified
table boundary where the authors describe a method-
ology that applies two machine learning algorithms,
CRFs and Support Vector Machine (SVM). Also, have

been reviewed works based in the table boundaries
identification process and designed for the semantic
matching and annotation of numeric and time-varying
attributes in Web tables as the presented in [10–12]
which annotate Web tables effectively and efficiently
and identify the boundaries between attributes name
rows (or columns) and its corresponding value data
rows (or columns) in the table.

Furthermore, we can do special mention to the
works related to the recognition of HTML Table Struc-
ture and table header detection and classification de-
scribed in [13, 14] suggesting some techniques based
on heuristics rules and used a learning classification
algorithm for delineating kinds of tables existing into
a document and detecting the structure and header
types.

Finally, we make emphasis on the approach pro-
posed in [15] that was based on machine learning
techniques that cover two fundamental tasks of the
table extraction process: localization of the table and
identification of the row positions and types. This work
is focused on the implementation of two algorithms to
table recognition in Spreadsheets as well as other algo-
rithm based on Conditional Random Fields (CRFs),
to classify the kinds of rows into tables. The datasets
were created with HTML tables downloaded from the
Web and spreadsheet tables were downloaded from the
Web site of the National Oil Agency of Brazil (ANP).

1.1. Background

Tables are frequently found in printed documents, such
as books or newspapers, as well as digital documents,
such as Web pages or presentation slides. But they also
represent an essential concept in relational databases
and spreadsheets. They may be distinguished accord-
ing to their structure and orientation. A relational or
horizontal [8], as illustrated in Table 1, has rows, which
provide data about specific objects, called entities, and
columns, which represent attributes that describe the
entities.

Table 1. Example of a relational table

ID Name Age Country Job
1 Bob Smith 35 USA Programmer
2 Jane Smith 31 USA Teacher
3 Robert White 24 UK Engineer

More complex types of tables exist, such as those
where the attributes that describe the entities are laid
vertically and the entities in a horizontal way or other
kinds of structures as show Table 2 and Table 3.
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Table 2. Example of a non-relational table

Obj 1 Obj 2 Obj 3
Name V1 V1 V1
Age V2 V2 V2

Height V3 V3 V3

Table 3. Example of a non-relational table with additional
information

Patent Applications by Residents
Data source: worldbanc.org

(show countries top in each continent)
Country Residents Applications
North America
Unites States 307,700,000 224,912

Canada 33,739,900 5,067
Asia

Japan 127,557,958 295,315
China 1,331,380,000 229,096

De manera más precisa, una tabla se define como:

Definition 1. A table is a pair T = (H,D) consisting
of an optional header H and data D, where:

• The header H = {h1, h2, . . . , hn} is an n-tuple of
header elements hi; if the set of header elements
exists, it might be represented either as a row or
as a column.

• The data nodes are organized as an (n,m) matrix
consisting of n rows and m columns:

D =

C11 ∴ · · · C1m
...

. . .
...

Cn1 · · · Cnm


The table row classification process consists of iden-

tifying each of the elements of a table. The general
idea is based on locating the header and data in the
table. It is also relevant to identify the layout elements
and metadata in a table. Figure 1 shows the table
row classification process denoting in different colors
some of the elements present in the table: red indicates
the elements that represent the titles; yellow the row
header; blue the data rows; and green the additional
metadata.

Figure 1. Tabular extraction process

The rest of the paper is organized as follows. Sec-
tion 2 covers details of the implementations of the
algorithms for table recognition and for table row clas-
sification. Finally, Section 3 describes experiments and
results.

2. Materials and Methods

2.1. Algorithms for Table Recognition and for
Table Row Classification

This section describes implementations of algorithms
to recognize tables in spreadsheets and an algorithm,
based on Conditional Random Fields, to classify table
rows.

2.1.1. A Rule-based Algorithm to Detect Ta-
bles in Spreadsheets

Several Rule-based algorithms detect tables in spread-
sheets making use of cell attributes, such as border,
format, and data type. Where each cell attribute in
the spreadsheet has a specific value associated with
that cell. In turn, the cell border has the attributes
direction, style, and color. The border may surround
the cell in 4 different directions: top, bottom, left, and
right.

A cell format is the visual formatting applied to
the data of the cell, such as, number format, font style
name, font name, font size, font bold, font italic, and
font color. The detection of multiple tables in the same
spreadsheet is performed by finding a separator be-
tween two tables (usually a set of empty rows), as
explained in what follows [16].

Given a table T, with rn rows and cn columns, the
following layout features are computed:

• Average number of columns, computed as the
average number of cells per row.

c = 1
rn

rn∑
i=1

ci (1)

where ci is the number of cells in row i, i = 1, . . . rn.

• Average number of rows, computed as the aver-
age number of cells per columns.
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r = 1
cn

cn∑
i=1

ri (2)

where ri is the number of cells in column i, i =
1, . . . , cn.

Figure 2 shows the algorithm that identifies the
number of tables into a document and captures the
range of the rows that represent the tables.

Figure 2. Table Detection and Recognition Algorithm

Region Detection

Region Detection is computed through a graphp-based
algorithm that detects tables in spreadsheets, called
Remove and Conquer [17], it uses a comprehensive set
of rules and heuristics based on a graph representation
of a spreadsheet. The spreadsheet files contain one
or more sheets and where each sheet is comprised of
a collection of cells organized in rows and columns
are defined as some useful definitions that help in the
region detection process.
Definition 2. Let W denote the set containing all the
cells of a worksheet.

Region detection consists in scanning the spread-
sheet from the first cell in the left top corner until the
last non-empty cell in the right bottom corner to check
cells with similar formatting and to detect separators,

such as empty rows, different cells formatting or differ-
ent kinds of borders, such as different cell value type.
A region is defined as follows. More precisely, a region
is defined as follows.
Definition 3. A region is a maximal collection R ⊆W
of cells from a rectagular area of the worksheet.

It also is inferred the layout role of non-empty cells
in the worksheet where each non-empty cell is assigned
one of the following roles: Header(H), Data(D), Ti-
tle(T), Metadata or non-relational (N). This cell role
is defined as following.
Definition 4. Let label: W → Labels, where Labels
= {Header, Data, Title, Metadata}, be a function that
maps cells to their assigned layout role. For empty
cells label is undefined. We identify them using empty:
W → {0, 1}. It returns 1 for empty cells, otherwise 0.

Let the label be: Labels, where Labels = Header,
Data, Title, Metadata, a function that relates to the
cells their assigned design role. For empty cells, the
label is not defined; these cells are identified using
empty:, which returns 1 for empty cells and 0 other-
wise.

The cells of a spreadsheet are grouped together so
that adjacent cells have the same layout role (label) or
form larger structures. These groups are called label
regions, as shown in [17], as shown in Figure 3

Figure 3. Creation label Regions Process

Formally, a label region is defined as follows:
Definition 5. A label region is a region LR of a
spreadsheet such that, for any two cells c and c′

in LR, label(c) = label(c′) and empty(c) 6= 1 and
empty(c′) 6= 1.

Figure 4(a) shows tables in a spreadsheet and Fig-
ure 4(b) indicates the regions corresponding to the
table structures. The label region detection process
clusters cells based on their label. It is iterated over
each row to create sequences of cells having the same la-
bel. These form the base LRs. Subsequently, it merges
LRs from consecutive rows, if their labels, minimum
column, and maximum column match.

Table Representation through Graphs

Regions allow constructing graphs that captures the
spatial interrelations of label regions. Figure 4 shows
the representation of tables as a graph.
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Figure 4. Table Representation through Graphs

The graph construction process consists of identi-
fying spatial relations, such as top, bottom, left, and
right, based on locating the nearest neighboring re-
gions for each direction and identifying all vertices
whose maximum row is less than the minimum row of
another vertex. For each direction, a distance function
is defined where all the nearest vertices are identified:

NDv = {n ∈ Dv ∨ ddist(v, n) = mind
u∈DV

dist(u, v)} (3)

where Dv is the direction for the vertex v; directed
edges (v, n) are created for every n ∈ NDv.

2.1.2. The Remove and Conquer Algorithm

Remove and Conquer (RAC) is a rule-based algorithm
whose objective is to separate the edges that are farther
to the left and to the right direction of the graph that
was created from each worksheet in a spreadsheet as
shows Figure 5. The algorithm processes the strongly
connected components of the graph to pair all groups
formed and to detect valid tables.

The vertices are sorted in descending order of their
maximum row, followed by the ascending order of their
minimum row, thus the tables are searched in order
inverse, from the bottom to top. Each header h is indi-
vidually processed to identify vertices with minimum
row greater or equal to h.

The algorithm that verifies the valid header is
shown in Figure 6. All valid headers are stored in
Q that represent the vertices set, including h; these
vertices set is called potential tables.

Figure 5. Remove and Conquer Algorithm

Figure 6. Header Validity Check

The algorithm ensures that other vertices con-
nected to h are not left isolated. Those vertices paired
with a valid header are subtracted from the vertices
set and then ordered to create set S’. The valid headers
are appended to the set of valid headers, called LQ.
The vertices that represent potential tables, called Q,
are not appended directly to the tables set P because
the algorithm needs to check that h is not connected
to other vertices. The tables that cannot be formed
are stored in U. Then, in the last step the algorithm,
it attempts to pair the tables in U with the nearest
table on their left or right.
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2.1.3. A Machine Learning Algorithm for Ta-
ble Row Classification

One important contribution in this work is the identi-
fying and classification of the kinds of rows that com-
pose a table through the implementation of a machine
learning algorithm, this case, Conditional Random
Fields(CRFs) which is based on features set, values of
the cells, as well the classes that represent the table
structure.

CRFs are undirected graph models, introduced by
Lafferty et al [18], that can act as classifiers for se-
quence labeling tasks. They are frequently used for
natural language processing, such as part-of-speech
tagging. The CRF algorithm defines X as a random
variable over data sequences to be labeled, and Y
as a random variable over the corresponding label
sequences. Figure 7 shows a structure of a linear Con-
ditional Random Field.

Figure 7. Structure of a linear chain Conditional Random
Field

In our problem of classifying table rows, the input
sequence x corresponds to a series of rows of a given
table, while the label sequence y is the series of la-
bels assigned to the observed rows. Each row x in is
assigned exactly one label in y.

Formally, Conditional Random Fields are defined
as follows:
Definition 6. Let G = (V,E) be a graph and let
Y = (Yv)v∈V be a sequence of random variables in-
dexed by the vertices of G. A conditional random field
is a pair (X,Y ) such that, when conditioned on X, the
random variables Yv obey the Markov property with
respect to the graph.

P (Yv|X,Yw, w 6= υ = P (Yv ∨X,Yw ≈ υ) (4)

where w ≈ v means that w and v are neighbors in
G.

The probability P (X ∨ Y ) of a state sequence Y ,
given an observation sequence X, is:

P (X ∨ Y ) = 1
Z(x)exp(

∑
j

λjfj(Yi−1, Yi, X, i)+

+
∑
k

µkgk(Yi, X, i))
(5)

where fj(Yi−1, Yi, X, i) is a transition feature func-
tion of the observation sequence and of the labels at
positions i and i-1 in the label sequence; gk(Yi, X, i) is a
state feature function of the label at position i and the
observation sequence; and λj and µk are parameters
to be estimated from training data.

In the data table scenario, X represents the list of
rows in the table, and Y represents the corresponding
row classes. Each relational data table has a schema,
which, in the context of data tables, consists of at-
tribute names, values, and types, where attribute
names are column titles, attribute types are the types
of values in the column, and attribute values corre-
spond to data values in the column’s cells. Column
names are stored in a special row or rows, usually near
the head of the table, called header rows, while the
data is stored in rows referred to as data rows.

The data table may also contain descriptions of
data, which it refers to the metadata. In correspond-
ing to the criteria addressed above are identified each
type of row according to the properties of each cell
in a data table. Then, we focused our problem in as-
sign one label each row where each row consists of
constituent cells, which can exhibit different sets of
attributes. The feature selection process involves the
extraction of a collection of attributes for individual
cells and combining attributes from all cells in the row,
in order to construct a set of row features. Consider
the ideas addressed above and an example of a simple
table with header and data as showed in Figure 8.

Figure 8. Example of a labelled table

The X represents a vector with the rows of the
table and Y represents another vector with the tags of
each row x of the table.

2.1.4. Row Classes

According to the structure of tables and the Definition
6 was defined the kinds of classes as shown 4.
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Table 4. Row classes

Label Description
H Represents the header row in the table
D Data rows contains data records
N Non-relational metadata

2.1.5. Feature Set

In any machine learning algorithm, a feature is an
individual measurable property or characteristic of a
phenomenon being observed [19]. So, each feature was
partitioned into three categories considering aspects
related to the layout, styles, and values which we call
layout attributes.

Layout attributes are the cells that are com-
monly found in header rows, which usually contain
merged table cells with centered text.

Style attributes are various properties derived
from stylesheets, such as font type, font color, font
weight or underlined text.

Value attributes are those that represent cells
where the stored information is exclusively linked to
the data rows. Header rows often contain relatively
short textual values, rather than numbers or dates.

Let see an example like the CRF algorithm works
in our table classification problem given the transi-
tion feature fj(Yi−1, Yi, X, i) and features function
gk(Yi, X, i):

x is a row into the data table.

j is a position-row in the table (each feature
is associated with a position); more than one
feature associated with the same position.

yj−1, yj are the tags (classes) assigned to rows j
and j − 1 de x

Then, the feature function and the state function
are as follows:

f1(Yi−1, Yi, X, i) =
{

1ifxj ∈ headeryj = H
0, otherwise (6)

f2(Yi−1, Yi, X, i) =
{

1ifxj ∈ datayj = D
0, otherwise (7)

g1(Yi, X, i) ={
1if(xjisacell ∈ x) ∧ (xj ∈ rowfeatures) ∧ yj

0, otherwise
(8)

g2(Yi, X, i) ={
1if(xjisacell ∈ x) ∧ (xj ∈ rowfeatures) ∧ yj = D

0, otherwise
(9)

The full list of individual cell attributes is given
in Table 5. The features are divided according to the
kind of attributes that they represent.

Table 5. Cells attributes

Layout Style Value Spatial
IsMerged IsBold IsEmpty RowNumber
Aligment IsItalic IsText ColNumber

IsUnderlined IsNumber NumNeighbor
IsColored IsDate MatchStyle

Font IsAlpNum MatchType
Format IsCapital
Border TotalWord

2.1.6. Similarity between rows

Another characteristic that was taken into account to
generalize the training data was the row similarity [20]
where a unique feature is assigned to each unique com-
bination (c, r) where c is the number of cells exhibiting
an attribute and r is the number of cells in the row.
Then, two rows Rx and Ry are considered similar with
respect to a certain cell attribute α if the logarithm
of their widths are equal and the logarithm of the
number of cells exhibiting or lacking attribute α. This
approach is known as feature binnig and can be defined
as follow.

Formally, for a row Ri of length r in which c cells
exhibit a specific cell attribute α, is assigned feature
Rα = (a, b) to Rj(a, b) , where a and b are the bin and
computed as follows.

a =


0, ifc = 0

blog2(c) + 1c , if0 < c ≤ r/2
blog2(r − c) + 1c− , if r/2 < c < r

0− ifc = r

(10)

b = blog2(r)c (11)

The aim of the bins is given by:

1. Differentiate Between Table Widths.

2. Aggregate Wide Tables.

3. Highlight Uniform Rows.

3. Results and discussion

This section presents the experiments performed to
test the accuracy of the implementation of the table
row classifier as well as the experiments with table
recognition in spreadsheet documents.
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3.1. Preprocessing

The preprocessing task focuses on two table scenarios,
HTML tables and spreadsheets tables, with the goal
of removing irrelevant content or content that will not
provide information for our table row classifier. Other
aspects that were considered were the structure of the
tables and the information present in both kinds of
tables. This work does not cover in details whole the
preprocessing of tables so we only emphasize those
elements that we consider most important. In the case
of the spreadsheet tables we highlight that the dataset
had a predefined annotation, but with many errors
related to the identification of ranges of data rows and
head rows.

3.2. Main Characteristics of the Datasets used
for Testing

Table 6 shows the statistics of the annotation process
in both datasets. Each row of each table was anno-
tated with the label corresponding to its class: "H" for
header, "D" for data, etc.

Table 6. Annotated tables

HTML Spreadsheet
Annotated tables 105 252
Annotated rows 13,025 227,638
Header rows 105(<1 %) 252(<1 %)
Data rows 12,920(99 %) 227,254(98 %)

Other row classes 0(0 %) 132(<1 %)

The above table indicates that a critical aspect
of both HTML and spreadsheets tables is that the
percentage of header rows is very low, due to the fact
that the tables obtained were simple tables with simple
schemes (tables with a single header row followed by
one or more data rows).

3.3. Table Classification Experiments

This section presents the experiments to evaluate the
table classification solution proposed. In a first stage,
the algorithm was trained with 80% of the data and
tested with 20% of the data, randomly selected. The
algorithm used L-BFGS as the optimization method
and regularizations parameters L1 and L2 set to 0.1
and 0.01. The experiments with HTML and spread-
sheet tables were performed separately to expose the
differences between the two table formats. The perfor-
mance metrics adopted were precision, recall, f1-score,
support.

3.3.1. Results

Shows the results obtained. We observe that the pre-
cision value for spreadsheet tables was higher than

that for HTML tables due to two main factors: (1)
the features of the spreadsheet tables have a better
definition; (2) we guarantee a correct definition for
data rows. The recall was similar for both kinds of
tables, as well as the F1-score. An important point in
this analysis relates to the number of rows classified as
non-relational in the spreadsheet dataset, due to the
fact that we annotated spreadsheets tables manually,
as opposed to the HTML tables, where some rows
could have been identified as data rows or header rows,
being in fact non- relational rows (Table 7).

Table 7. Results for HTML and Spreadsheets tables

Row class Precision Recall F1-Score Support
HTML

D 0.966 0.982 0.970 2,496
H 0.955 0.992 0.970 17
N 0.980 0.980 0.970 92

Spreadsheets
D 0.997 0.985 0.994 39,08
H 0.969 0.993 0.983 49
N 0.985 0.965 0.974 5

Note: row labels are as in Table 4:
D: Data rows
H: Header rows
N: Non-relational metadata (a note, clarification,

etc.)

3.3.2. Cross Validation

Validation is the process of deciding whether the numer-
ical results quantifying hypothesize between variables
are acceptable as descriptions of the data this is a
helpful process when there is not enough data to train
a model and there is a large imbalance in the number
of objects in each class. Then, was applied a k-fold
strategy known as stratified k-fold, which is a slight
variation in the k-fold cross-validation technique, such
that fold contains approximately the same percentage
of samples of each target class as the complete set.

Table 8 shows the results obtained for both datasets.
We observe that for case of HTML tables the best
results were achieved for k=2 and k=3 and that the
average accuracy was 0.958 and for spreadsheets tables
each k=1...,5 is similar and that the average accuracy
was 0.997.

Table 8. Accuracy of cross-validate method for HTML
and spreadsheets tables

HTML
Stage K = 1 K = 2 K = 3 K = 4 K = 5
Test 0,92 0,98 0,98 0,94 0,97

spreadsheets
Stage K = 1 K = 2 K = 3 K = 4 K = 5
Test 0,997 0,998 0,996 0,998 0,996
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3.3.3. Confusion matrix

As in any classification problem, there are aspects
that may be improved. In our experiments, we have
to examine the rows in each class that were confused
with rows in another class. We then used a confusion
matrix, as shown Figure 9 and Figure 10. Each cell of
the matrix shows the percentage of all classified rows
that were actually of the class with the label shown in
the first column, but which the classifier assigned the
row label shown in the first row. The shaded cells with
blue color stronger in the diagonal show correct row
classifications, while the remainders show incorrect
classification.

Ideally, our classifier would result in zeroes for the
values off the diagonal. However, our model indeed
misclassified rows. In the case of spreadsheets tables,
we observed that, for both data rows and header rows,
erroneous results were obtained with respect to the non-
relational rows, that is, a considerable number of data
rows and header rows were identified as non-relational
rows. In the HTML tables, the erroneous results for
non-relational rows was larger than for spreadsheet
tables, being 7.9% and 6.6% for data rows and header
rows, respectively.

Figure 9. Confusion matrix for spreadsheets tables

Figure 10. Confusion matrix for HTML tables

This deserves some explanation: (1) the difference
between the average number of rows of the HTML
tables and the average number of rows of spreadsheets
tables; (2) in our classification process, a given row
is classified as "non-relational metadata" when the
row cannot be identified as data or header; (3) the
spreadsheets tables have a better definition in term
of features, for example, tables depend on properties
encapsulated into CSS files.

3.4. Rule-based Table Detection Algorithm

The rule-based detection algorithm was applied to
worksheets in a sample set that contained tables with
different layouts and embedded charts. Table 9 sum-
marizes the results obtained, which analyzed a total
of 1,000 spreadsheet documents, detected 1,481 tables
and misclassified 141.

Table 9. Results for the detection rule-based algorithm

Spreadsheet document 1000
Tables 1481

Tables misclassified 141
Single Table 700
Multi Table 158

The algorithm failed for multi-tables with internal
separators that are less than the thresholds defined.
In that case, the algorithm would consider the two ta-
bles as a single table. Also, would not recognize tables
correctly when the table cells do not have attributes
or separators (e.g, a table with no borders, not font
formatting, no background colors, and no empty rows
that separate headers and table title) and did not dis-
cover tables where the number of empty cells to the
right and left is extremely large.
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3.4.1. Experiments with the Remove and Con-
quer Table Detection Algorithm

The Remove and Conquer algorithm were applied to
the same dataset. This algorithm detected tables that
could not be recognized by the rule-based algorithm
and maximized the match between a proposed table P
and a true table T, which is equivalent to maximizing
the number of cells that they have in common and
minimizing the number of cells by which they differ.
Table 10 shows the results if we compare with Algo-
rithm 1, we can observe that the number of tables
misclassified decreased and the number of multi-tables
detected increased.

Table 10. Table recognized through of RAC

Spreadsheet document 1000
Tables 1481

Tables misclassified 141
Single Table 650
Multi Table 230

3.5. Results of the algorithms and environ-
ment description

Before entering details about the execution times of
the algorithms let’s explain the characteristics main
of the environment: Portable Computer (PC) Lenovo
80YH model with 8 Gigabytes of Random Memory.
Processor Intel(R) Core i7-7500 with 2.70 GHz. Board
Graphic Intel(R) 620 with 128 of Memory. Operating
System Windows 10 Home of 64 Bits. Table 11 shows
the execution times each of the Algorithms.

Table 11. Execution Time to the Tables Recognition Al-
gorithms

Algorithm Execution CPU (%) Memory(%)time (s)
Remove and 114,28 4,3 1,3Conquer
Rule-based 69,19 3,7 1
Conditional 376,57 11,5 2,5Random Field

4. Conclusions

In this work we have described the implementation of
three algorithms to classify rows of a table and rec-
ognize tables in spreadsheet documents respectively.
We performed experiments to test the performance of
the table row classifier using HTML and Spreadsheet
tables. The experiments show that the classifier ob-
tained excellent results for both kinds of tables. Also

was applied a k-fold cross-validation where were ob-
tained results similar to the other experiments reported
in [20].

To summarize, the contributions of this work were:

• A table row classifier, applicable to both HTML
and spreadsheet tables.

• Experiments to validate the classifier.

• Two datasets containing annotated HTML and
Spreadsheets tables to train and validate table
row classifiers.

• The implementation of two algorithms for table
recognition in spreadsheet documents.

As future work, we propose to increment the num-
ber of instances and classes in our datasets and add
more complex features. We expect that CRF can also
be applied to other non-tabular classification tasks
involving content of various formatting and layouts. In
general, CRF may help constructing generic informa-
tion extraction systems.

References

[1] M. Yakout, K. Ganjam, K. Chakrabarti, and
S. Chaudhuri, “Infogather: Entity augmentation
and attribute discovery by holistic matching
with web tables,” in Proceedings of the 2012
ACM SIGMOD International Conference on
Management of Data, ser. SIGMOD ’12. New
York, NY, USA: Association for Computing
Machinery, 2012, pp. 97–108. [Online]. Available:
https://doi.org/10.1145/2213836.2213848

[2] M. J. Cafarella, A. Halevy, D. Z. Wang, E. Wu,
and Y. Zhang, “Webtables: Exploring the power
of tables on the web,” Proc. VLDB Endow., vol. 1,
no. 1, pp. 538–549, Aug. 2008. [Online]. Available:
https://doi.org/10.14778/1453856.1453916

[3] E. Koci, M. Thiele, O. Romero, and W. Lehner,
“Table identification and reconstruction in spread-
sheets,” in Advanced Information Systems Engi-
neering, E. Dubois and K. Pohl, Eds. Cham:
Springer International Publishing, 2017, pp. 527–
541.

[4] P. Venetis, A. Halevy, J. Madhavan, M. Paşca,
W. Shen, F. Wu, G. Miao, and C. Wu,
“Recovering semantics of tables on the
web,” Proc. VLDB Endow., vol. 4, no. 9,
pp. 528–538, Jun. 2011. [Online]. Available:
https://doi.org/10.14778/2002938.2002939

[5] G. Limaye, S. Sarawagi, and S. Chakrabarti,
“Annotating and searching web tables us-
ing entities, types and relationships,” Proc.

https://doi.org/10.1145/2213836.2213848
https://doi.org/10.14778/1453856.1453916
https://doi.org/10.14778/2002938.2002939


60 INGENIUS N.◦ 25, january-june of 2021

VLDB Endow., vol. 3, no. 1–2, pp.
1338–1347, Sep. 2010. [Online]. Available:
https://doi.org/10.14778/1920841.1921005

[6] T. F. Varish Mulwad and A. Joshi, “Generating
Linked Data by Inferring the Semantics of Tables,”
in Proceedings of the First International Workshop
on Searching and Integrating New Web Data
Sources, September 2011, co-located with VLDB
2011. [Online]. Available: https://bit.ly/3p8s1q0

[7] A. S. Corrêa and P.-O. Zander, “Unleashing
tabular content to open data: A survey on pdf
table extraction methods and tools,” in Proceed-
ings of the 18th Annual International Conference
on Digital Government Research, ser. dg.o ’17.
New York, NY, USA: Association for Computing
Machinery, 2017, pp. 54–63. [Online]. Available:
https://doi.org/10.1145/3085228.3085278

[8] B. Yildiz, K. Kaiser, and S. Miksch, “pdf2table:
A method to extract table information from pdf
files.” [Online]. Available: https://bit.ly/3k2ejBa

[9] Y. Liu, P. Mitra, and C. L. Giles, “Identifying
table boundaries in digital documents via sparse
line detection,” in CIKM ’08, 2008. [Online].
Available: https://bit.ly/369nWcm

[10] T. Kieninger, “Table structure recognition based
on robust block segmentation,” 1998, pp. 22–32.
[Online]. Available: https://bit.ly/38k4YT9

[11] M. Zhang and K. Chakrabarti, “Infogather+:
Semantic matching and annotation of nu-
meric and time-varying attributes in web
tables,” in Proceedings of the 2013 ACM
SIGMOD International Conference on Man-
agement of Data, ser. SIGMOD ’13. New
York, NY, USA: Association for Computing
Machinery, 2013, pp. 145–156. [Online]. Available:
https://doi.org/10.1145/2463676.2465276

[12] Z. Zhang, “Towards efficient and effective se-
mantic table interpretation,” in The Semantic
Web – ISWC 2014, P. Mika, T. Tudorache,
A. Bernstein, C. Welty, C. Knoblock, D. Vran-
dečić, P. Groth, N. Noy, K. Janowicz, and
C. Goble, Eds. Cham: Springer International
Publishing, 2014, pp. 487–502. [Online]. Available:
https://doi.org/10.1007/978-3-319-11964-9_31

[13] H. Masuda and S. Tsukamoto, “Recognition of
html table structure,” 2004. [Online]. Available:
https://bit.ly/3p8xL2Q

[14] J. Fang, P. Mitra, Z. Tang, and C. L. Giles, “Table
header detection and classification,” in AAAI,
2012. [Online]. Available: https://bit.ly/2IcT3vy

[15] D. Pinto, A. McCallum, X. Wei, and W. B. Croft,
“Table extraction using conditional random fields,”
in Proceedings of the 26th Annual International
ACM SIGIR Conference on Research and Devel-
opment in Informaion Retrieval, ser. SIGIR ’03.
New York, NY, USA: Association for Computing
Machinery, 2003, pp. 235–242. [Online]. Available:
https://doi.org/10.1145/860435.860479

[16] I. A. Doush and E. Pontelli, “Detecting and
recognizing tables in spreadsheets,” in Proceedings
of the 9th IAPR International Workshop on
Document Analysis Systems, ser. DAS ’10. New
York, NY, USA: Association for Computing
Machinery, 2010, pp. 471–478. [Online]. Available:
https://doi.org/10.1145/1815330.1815391

[17] E. Koci, M. Thiele, W. Lehner, and O. Romero,
“Table recognition in spreadsheets via a graph
representation,” in 2018 13th IAPR Interna-
tional Workshop on Document Analysis Systems
(DAS), 2018, pp. 139–144. [Online]. Available:
https://doi.org/10.1109/DAS.2018.48

[18] J. D. Lafferty, A. McCallum, and F. C. N. Pereira,
“Conditional random fields: Probabilistic models
for segmenting and labeling sequence data,”
in Proceedings of the Eighteenth International
Conference on Machine Learning, ser. ICML ’01.
San Francisco, CA, USA: Morgan Kaufmann
Publishers Inc., 2001, pp. 282–289. [Online].
Available: https://bit.ly/3lbW1yE

[19] J. L. Solé, Book review: Pattern recognition
and machine learning. Cristopher M. Bishop.
Information Science and Statistics. Springer,
2007. [Online]. Available: https://bit.ly/3l7doRq

[20] M. D. Adelfio and H. Samet, “Schema ex-
traction for tabular data on the web,”
Proc. VLDB Endow., vol. 6, no. 6, pp.
421–432, Apr. 2013. [Online]. Available:
https://doi.org/10.14778/2536336.2536343

https://doi.org/10.14778/1920841.1921005
https://bit.ly/3p8s1q0
https://doi.org/10.1145/3085228.3085278
https://bit.ly/3k2ejBa
https://bit.ly/369nWcm
https://bit.ly/38k4YT9
https://doi.org/10.1145/2463676.2465276
https://doi.org/10.1007/978-3-319-11964-9_31
https://bit.ly/3p8xL2Q
https://bit.ly/2IcT3vy
https://doi.org/10.1145/860435.860479
https://doi.org/10.1145/1815330.1815391
https://doi.org/10.1109/DAS.2018.48
https://bit.ly/3lbW1yE
https://bit.ly/3l7doRq
https://doi.org/10.14778/2536336.2536343


Scientific Paper / Artículo Científico

https://doi.org/10.17163/ings.n25.2020.06
pISSN: 1390-650X / eISSN: 1390-860X

Analisys of the Efficiency of a
Conventional Ventilated Brake Disc

Compared to a Hyperventilated Disc by
Machining

Análisis de la eficiencia de un disco de
freno convencional ventilado con
respecto a un disco hiperventilado

mediante mecanizado
Vicente Rojas1,∗, Johnny Pancha2, Vicente Romero3, Jorge Lema3

Received: 06-04-2020, Reviewed: 22-09-2020, Accepted after review: 17-10-2020

1,∗Universidad Politécnica Salesiana, Ecuador. Corresponding author ): erojas@ups.edu.ec.
http://orcid.org/0000-0001-5658-3055.

2Escuela Superior Politécnica de Chimborazo, Ecuador. http://orcid.org/0000-0001-7320-2154.
3Universidad Castilla La Mancha, España. http://orcid.org/0000-0003-2317-7071
4Universidad Tecnológica Indoamérica, Ecuador. http://orcid.org/0000-0002-1515-4526

Suggested citation: Rojas, V.; Pancha, J.; Romero, V. and Lema, J. (2021). «Analisys of the Efficiency of a Conventional
Ventilated Brake Disc Compared to a Hyperventilated Disc by Machining». Ingenius. N.◦ 25, (january-june). pp. 62-69.
doi: https://doi.org/10.17163/ings.n25.2020.06.

Abstract Resumen
The objective of this study is to redesign a ventilated
brake disc as a hyperventilated disc to compare the
differences in temperature and brake distances; for
this purpose, a monitoring system was installed in
the vehicle which consisted of the implementation of
two temperature sensors located near each disk and
a data acquisition card. With the implementation
of hyperventilated discs, the temperature generated
by the braking friction could be reduced. The tem-
perature values that occur between the discs when
braking was monitored. To obtain the temperature
values of the brake discs, road tests were conducted
with different types of discs: ventilated discs on the
two front wheels, hyperventilated discs on the two
front wheels and mixed discs. In the mixed discs there
is a ventilated disc on the right front wheel and a
hyperventilated disc on the left front wheel.

Este estudio tiene como finalidad rediseñar un disco
de freno ventilado a un disco hiperventilado para com-
parar las diferencias de temperatura y distancias de
frenado, para ello se instaló un sistema de monitoreo
en el vehículo, que consistió en la implementación de
dos sensores de temperatura ubicados cerca de cada
disco y una tarjeta de adquisición de datos. Con la
implementación de los discos hiperventilados se pudo
disminuir la temperatura generada por la fricción del
frenado. Se realizó el monitoreo de valores de tempe-
raturas que se producen entre los discos al momento
de frenar. Para obtener los valores de temperaturas
de los discos de frenos, se realizaron pruebas de ruta
con diferentes tipos de discos: discos ventilados en las
dos ruedas frontales, discos hiperventilados en las dos
ruedas frontales y discos mixtos. En los discos mixtos
van un disco ventilado en rueda delantera derecha y
uno hiperventilado en rueda delantera izquierda.
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By displaying time data of the brake discs, it was
possible to conclude that hyperventilated discs have
better heat dissipation, since they have better ventila-
tion. From all the results obtained on the route tests,
it was possible to visualize the temperature behavior
in the discs at the moment of braking and it was
evidenced that hyperventilated discs tend to heat up
less than normal discs, thus leading to a decrease in
time and stopping distance.

Mediante visualización de datos en tiempo en los
discos de freno se pudo concluir que los hiperventi-
lados poseen una mejor disipación de calor ya que
presentan una mejor ventilación. A partir de todos
los resultados de las pruebas de rutas obtenidas, se
pudo visualizar el comportamiento de temperatura
en los discos al momento de frenar y se evidenció que
los discos hiperventilados tienden a calentarse menos
que los normales, llevando con esto a disminuir el
tiempo y distancia de frenado.

Keywords: Brake Disc, Ventilated Disc, Hyperventi-
lated Disc, Disc Temperature.

Palabras clave: disco de freno, disco ventilado, disco
hiperventilado, temperatura de disco
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1. Introduction

As a vehicle circulates, its state varies continuously,
i.e., it accelerates, brakes or turns. These phenomena
are produced by a large number of forces, and their
sum is known as vehicle dynamics. If the sum of all
forces is zero, it means that the vehicle is at rest. If
it is different than zero, it will be moving. Likewise,
all these forces vary as a function of a physical mag-
nitude called acceleration, responsible for modifying
the speed and direction of any object. For example,
accelerating the vehicle corresponds to a positive ac-
celeration, and the case of braking corresponds to a
negative acceleration [1].

The braking system is, undoubtedly, the most im-
portant component for the road safety of the automo-
bile, since the total or partial stopping of the vehicle
and, consequently, the integrity of its passengers, rely
on it. In general, 70% of the kinetic energy produced
during movement is absorbed by the front disc brakes,
and the remaining by the rear disc brakes, which are
often drums. These systems are based on the friction
to stop the movement of the vehicle, having as op-
erating principle the hydraulic pressure that pushes
the brake pads against the cast iron disc. As a conse-
quence, the behavior produced by this type of devices,
through the kinetic energy, is creating a considerably
high heat during braking, thus increasing the temper-
ature by friction; this heat is quickly dissipated by
the surrounding air by means of the convection phe-
nomenon (heat transfer produced between masses at
different temperature) [2].

The geometrical characteristics of the discs depend
on the load capacity and on the operation, which are
important factors at the initial design stage. In most
cases, the design of the discs should avoid the over-
heating that arises between the brake and the pad due
to the effect of friction, by appropriate selection of the
physical, mechanical and chemical properties that are
produced because in some cases the types of materials
do not behave correctly, thus having negative effects
on the effectiveness of the braking process. At the
mechanical design stage in ventilated disc brakes, it is
very important to analyze the behavior of the associ-
ated thermofluids (surrounding air), i.e. observing the
characteristics and operation of the fluids on the disc
surface, always guaranteeing the effectiveness of the
braking process and the heat dissipation through the
surface and the ventilation channels [3].

During the braking process, the heat produced by
the friction between the brake pads and the disc is
not dissipated quickly, which depends on the geometry
and on the manufacturing material. Therefore, when
a very hard brake is produced on the disc brake, large
amount of heat may be accumulated in a short period
of time, which causes high temperature gradients. In
these conditions, the functionality and safety of the

braking system may be compromised [4]. The disc
brakes have been widely used in vehicles due to their
correct behavior since they absorb 70% of the kinetic
energy produced during movement, which has been its
main advantage with respect to the drum brake. When
repetitive brakes are produced in the brake discs the
temperature increases due to the friction with the pad,
thus generating temperature gradients. This heat is
quickly dissipated by the surrounding air by means of
the convection phenomenon (heat transfer produced
between masses at different temperature). The high
temperatures may cause vaporization of the brake fluid,
brake wear, bearing failure, thermal cracks (fading)
and vibrations. For this reason, on many occasions
the performance of the system is reduced; as a result,
it is very important to predict the behavior of the
types of convection existing in the dissipation of heat
to the environment, with the purpose of evaluating
its efficiency taking into account its design and initial
geometry [5].

The brake system is an essential safety system to
avoid any accident when driving all types of vehicles.
The problem existing in these systems is due to the
overheating of its components, and thus it is indispens-
able to monitor the behavior of the temperature in
the brake discs [6]. One of the indispensable factors
for analysis and study are the temperature changes
when activating the brakes. In recent times, with the
technological growth, ventilated discs are being imple-
mented, which help to reduce overheating and avoid
traffic accidents to a large extent [7].

The use of these modern systems is only applied
in high range vehicles, due to their greater cost with
respect to a conventional system [8]. The objective of
the implementation of ventilated discs in the present
work is to improve the dissipation of the heat produced
during the braking action, at a lower and accessible
cost.

2. Materials and methods

2.1. Design of the disc

The software Solidworks was used for designing the
hyperventilated disc [9], starting from a normal brake
disc of a Chevrolet Dmax 4x4 vehicle.

The main axes were molded on the initial planar
face, as can be seen in Figure 1, on which there will be
holes and slots, key parts for developing the project,
which were drawn taking into account the geometry
and shape of the disc, on which we will work after-
wards.

The dimensions of holes, slots, depths and distances,
detailed in Figure 2, were chosen according to the cri-
teria of the authors, which will be centered on the
previously described axes.
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The initial molding detailed in Figure 3 was per-
formed considering the dimensions and details of the
brake disc, with the purpose of visualizing its shapes
and geometries in the software.

Figure 1. Delineation of the main geometrical axes

Figure 2. Drawing of holes and slots

Figure 3. Molding of the ventilated disc [3]

2.2. Machining of the brake disc

In this part, the modifications previously designed with
the software were machined to the normal disc. All

geometrical data were sent to a CNC machining tool,
in this case the milling machine, which enabled achiev-
ing a greater precision and facilitating the work. It
was necessary to export all planes previously made in
Solidworks, to the software Mastercam, Figure 4, that
controls the CNC milling machine, a very practical soft-
ware, and besides it is compatible with Solidworks [10].

Figure 4. Allocation of the points to be drilled on the
disc

After fixing the working coordinates, it was pro-
ceeded to drill the through holes that will ventilate
the brake disc. Figure 5 shows the drilling and the
execution of the G code.

Figure 5. Drilling of the brake disc

After drilling, it was executed the software for grind-
ing the slots that will be employed for ventilation and
for removing the chips in the disc. The depth and
thickness of the slots were determined by discretion of
the authors. Care was taken of not compromising the
disc thickness; it was chosen a depth of 2.5 mm and
thickness of 3 mm, as can be seen in Figure 6.

Figure 6. Grinding of ventilation slots
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2.3. Implementation of hardware and sensors

The amount of hardware currently available in the
market is significant, which enables obtaining a very
important level of flexibility when searching for an
appropriate configuration [11].

The Arduino card was chosen as processor for tem-
perature monitoring and sensors (MLX90614), for ac-
quiring the temperature data from the brake discs, as
shown in Figure 7 and Figure 8, respectively.

Figure 7. Arduino card

Figure 8. Infrared temperature sensor

2.4. Programming of the data acquisition soft-
ware

The brake discs temperature monitoring system con-
sists of temperature sensors, Arduino electronic board,
serial communications cable and a notebook. The soft-
ware LabVIEW 2017 [12] was used for programming
and for assigning the parameters.

The graphical screens were modified and renamed
according to the requirement of the project temper-
ature monitoring system, resulting in the graphical
screen (Figure 9).

Figure 9. Graphical screen of temperature

2.5. Implementation of discs, sensors and data
acquisition system

For the correct installation of the brake discs, it is re-
quired: piston retracting tool, comparator clock, torque
wrench and other tools, as seen in Figure 10.

Figure 10. Implementation of the ventilated disc

The data acquisition system for monitoring the
brake discs temperature was installed using the
Arduino card and distance temperature sensors
(MLX90614).

For easy access and manipulation, the Arduino
card was located inside the cabin of the automobile
(Figure 11).
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Figure 11. Location of the Arduino

The temperature sensors are installed very close
to the ventilated discs, located in the protecting sheet
of the brake disc which was used a support base for
mounting the sensors, as seen in Figure 12.

Figure 12. Location of the temperature sensors

3. Results and discussion

Initially, the temperature of the original brake discs
of the Dmax 4x4 was monitored, in an urban and
interurban circuit.

Afterwards, it was carried out the acquisition of
temperature data corresponding to the redesigned ven-
tilated brake discs; the test was conducted in the same
route previously selected.

At last, the temperature data were monitored, in-
stalling an original disc in the left front wheel and a
hyperventilated disc in the right front wheel. In this
section the temperature data with normal discs were
acquired, at different vehicle speeds, in the selected
route (Tambo-Cañar).

Figure 13 details the temperature data monitored
with hyperventilated brake discs, obtaining a range of
working temperatures between 80 °C and 100 °C.

Figure 13. Temperature of the ventilated discs

For acquiring the temperature data with the orig-
inal discs, the tests are conducted in the same route
selected (Tambo-Cañar), and the results obtained with
ventilated discs are shown in Figure 14. The obtained
range of working temperature is between 90 °C and
130 °C.

Figure 14. Temperature of the hyperventilated discs

Test of braking distance with original discs

The vehicle was tested with normal discs, under the
conditions shown in Table 1.

Table 1. Test conditions and results for braking distance
with conventional discs

Initial speed (km/h) 100
Initial time (s) 1637

Initial temperature (℃) 64
Final speed (km/h) 0

Final time (s) 1641
Final temperature (℃) 82
Braking distance (m) 37,5

Braking time (s) 4
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Braking test with hyperventilated discs

Hyperventilated discs were installed in the test vehicle,
and tests were conducted under the conditions shown
in Table 2.

Table 2. Test conditions and results for braking distance
with hyperventilated discs

Initial speedl (km/h) 100
Initial time (s) 178

Initial temperature (℃) 39
Final speed (km/h) 0

Final time (s) 181
Final temperature (℃) 55
Braking distance (m) 25

Braking time (s) 3

At last, the two previous tests of braking distance
with original and hyperventilated discs were compared,
and the results are shown in Figure 15.

To make the comparison plots, the initial and final
times were discarded since they are associated to the
period during which the program is run, and thus they
are not significant values for comparing the braking
distance.

Figure 15. Comparison of braking distances of the original
and hyperventilated discs

A braking distance of 37 m was obtained with the
original discs, and a braking distance of 25 m with the
hyperventilated discs. Considering the computational
load and the operating time for mechanizing, the re-
design cost with respect to the original disc represents
a 30% increase of the market value.

4. Conclusions

Thanks to the Solidworks software the redesign was
performed in an easy and precise manner, and thereby
the disc could be further mechanized with the help of
a CNC milling machine to obtain exact and reliable
redesign results.

The system for monitoring the braking discs tem-
perature enabled visualizing, in real time, the data of

heat generated by the thermal loads when the vehicle
is braked.

The ventilated brake discs dissipated the heat more
effectively than normal brake discs, achieving better
efficiency, less braking time and distance, and greater
driving safety.

The redesign cost has an increment of 30% with
respect to the original disc, justifying this value with
the data of braking time and distance obtained in this
study.

For future studies it may be analyzed the concen-
tration of axial stresses in the modified disc, with the
purpose of verifying its durability and useful life time.
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Abstract Resumen
In recent decades, advanced driver-assistance sys-
tems (ADAS) have evolved to be available in much of
the vehicles manufactured today; it is very im-portant
to keep teaching in this area up-to-date. This pa-
per presents a frequency modulated continuous wave
radar that works in the 24 GHz ISM band. The pur-
pose of this work is to evaluate its performance and
suitability to be used as a didactic tool in teach-ing in
the automotive and telecommunications engi-neering
careers with an emphasis on the mathematics and
telecommunications subjects, under scenarios feasi-
ble to be found in university labs. For this pur-pose,
the measurement scenario is described, as well as the
hardware, firmware and a generic algorithm imple-
mented in MATLAB based on fast Fourier transforms
to obtain Range-Doppler maps that allow, in conjunc-
tion with the CFAR algorithm, to improve detection
of objects when compared to the detection from a
fixed level. The results presented demonstrate that
the accuracy and precision of the radar are within
the parameters for a short-range radar for vehicles,
also finding a tool with great didactic potential with
which students can understand today´s applications
of mathematics in the field of telecommunications,
especially in radars that serve ADAS systems.

En las últimas décadas los sistemas avanzados de
asistencia al conductor (ADAS) han evolucionado
hasta estar disponibles en gran parte de los vehícu-
los fabricados hoy en día; mantener actualizada la
enseñanza en esta área es de vital importancia. Este
artículo presenta un radar de onda continua modu-
lado en frecuencia que trabaja en la banda de 24 GHz
ISM. El propósito es evaluar su desempeño e idonei-
dad para usarse como herramienta didáctica en la
enseñanza en las carreras de Ingeniería Automotriz y
de Telecomunicaciones con énfasis en las asignaturas
de Matemáticas y Telecomunicaciones con escenarios
factibles de encontrar en los laboratorios universita-
rios. Para ello se describe el escenario de medición, así
como el hardware, el firmware y un algoritmo genérico
implementado en MATLAB basado en transformadas
rápidas de Fourier para obtener mapas RangeDoppler
que permiten junto con el algoritmo CFAR mejorar
la detección de objetos al comparar con la detección
a partir de un nivel fijo. Se presentan resultados que
demuestran que la exactitud y precisión del radar se
encuentran dentro de los parámetros para un radar de
corto alcance para vehículos, encontrándose, además,
una herramienta con gran potencial didáctico, con
la cual los estudiantes pueden comprender las aplica-
ciones que hoy tienen las matemáticas en el ámbito
de las telecomunicaciones, especialmente en radares
que sirven a sistemas ADAS.

Keywords: FMCW radar, Range-Doppler map,
CFAR, didactic tool.

Palabras clave: radar FMCW, mapa Range-
Doppler, CFAR, herramienta didáctica
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1. Introduction

The radar has been traditionally employed in the mil-
itary and aeronautical industries for several years,
mainly due to the high complexity and the high cost
associated to its use. However, with the evolution of
electronics and integrated circuits (IC) it is becoming
more common every day to find radars with specifi-
cations appropriate for other tasks, among which it
can be mentioned the automotive industry [1]. In par-
ticular, in recent years they have been employed in
advanced driver-assistance systems (ADAS) [2]. For
this purpose, radar systems measure directly or indi-
rectly the position, velocity, and even acceleration of a
great variety of objects such as other vehicles, pedes-
trians or cyclists, thanks to the execution of different
algorithms [3].

Although video cameras, ultrasound and other
systems are also currently used, radars have the ad-
vantage of being little affected or unaffected by environ-
mental conditions such as temperature, illumi-nation,
dust, etc. This is why they can operate individually
or together with other technologies to guar-antee the
high accuracy, precision, reliability and adaptability
required by ADAS systems [4].

Besides objects detection, radars have other applica-
tions such as the identification of physical condi-tions,
in particular the friction coefficient of a road. This can
be employed to issue alerts or take actions to avoid
accidents, especially under adverse conditions such as
rain or ice [5], [6].

In addition, it is possible to use transponders or
tags to send information about the users in a road,
such as other vehicles or pedestrians, and also infor-
mation about the driving conditions, in order to avoid
accidents and traffic violations [5].

Frequency modulated continuous wave (FMCW)
radars have been satisfactorily applied for quite long
time for measuring the position and velocity of ob-
jects [7].

FMCW radars basically operate at frequencies of
24 and 77 GHz in the automotive industry. For a short
range of up to tens of meters it is possible to use a
radar of 24 GHz, while for a long range of about 250
m it is used a radar at 77 GHz [3], [5].

Various research works have been conducted from
a technical perspective to evaluate different FMCW
radar systems, both at 24 and 77 GHZ, for their use
in the automotive industry [6–12]. How-ever, in this
work it is considered the use of these radars from a
different perspective, which besides evaluating their
performance also focuses on their potential use as a
didactic tool that enables enhancing the understanding
of concepts which on many occasions may be quite com-
plex to understand, such as the Fast Fourier Transform
(FFT), the radars and their applications in telecom-
munications and in the automotive industry. For this

purpose, it is proposed to use radar evaluation boards
considering the benefits in the development of specific
and transversal competencies in students.

1.1. Important parameters in an FMCW radar

In order to process and obtain position, velocity and
angle it is necessary to consider different equa-tions,
whose derivation may be found in [4], [13]. These equa-
tions are derived from the following gen-eral idea about
the operation of an FMCW radar. The radar transmits
a signal with a frequency that var-ies linearly (TX) and
with a particular bandwidth, this signal is reflected
by a body located in the radi-ated space of the an-
tenna and arrives as a signal to the receiving antenna
(RX) with a delay time pro-portional to the distance
of the body. These signals are mixed to obtain a signal
of intermediate fre-quency (IF), whose frequency is
proportional to the distance of the body (Figure 1).
Therefore, bodies at different distances will generate
IF signals of different frequencies. On the other hand,
small differ-ences in position will generate different
phases of the IF signals which enables determining the
velocity of the bodies [2], [4], [14].

Figure 1. Basic principle of operation of an FMCW
radar [15]

The value of the distance to a body is obtained
from Equation 1.

R = cTcfb
2B (1)

Where:

R is the distance of the object
c is the speed of light
Tc is the tiempo of the chirp
fb is the frequency of the IF signal (beat)
B is the bandwidth

The distance resolution or capability to identify
two objects close to each other is determined according
to Equation 2.

4R = c

2B (2)
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Where:

4R is the resolution
c is the speed of light
B is the bandwidth

The maximum distance may be determined as a
function of the sampling frequency, according to Equa-
tion 3.

Rmax = fsc

2S (3)

Where:

Rmax is the range or maximum distance
fs is the sampling frequency
c is the speed of light
S is the slope of the modulation S = B/Tc

On the other hand, the maximum velocity is given
by Equation 4.

vmax = c

4fcTc
(4)

Where:

vmax is the maximum velocity
c is the speed of light
fc is the frequency of the chirp
Tc is the time of the chirp

Now, in case of having different objects different
frequencies will appear and, thus, instead of applying
Equation 1, one of the most common techniques is
to perform a spectral analysis from the fast Fourier
transform (FFT) according to Figure 2, to obtain a
Range-Doppler map.

Figure 2. 2D Range-Doppler FFT

The angle of arrival (AoA) may be obtained from
a 3D fast Fourier transform (3D FFT), such that the
peaks of the frequency spectrum correspond to a partic-
ular angle, which is normally carried out when there are
four receiving antennas and one or more transmitting

antennas to obtain a multiple-input multiple-output
(MIMO) array [8]. When the circuit has only two re-
ceiving antennas it is preferable to obtain the AoA
from Equation 5.

α = sin−1λ4ϕ
2πd (5)

Where:

α is the angle of arrival
λ is the wavelength
4ϕ is the phase difference between the signal of

the antennas
d is the distance between the antennas

1.2. Applications of radars in the automotive
industry

In recent years radars have been employed in vehicles
mainly for safety reasons, such as ADAS sys-tems,
anticipating needs and taking the lead when neces-
sary [16]. In the automotive industry, applica-tions
of radars are mainly divided in short range radars
(SRR), which enable blind spots detection (BSD), lane
change assistance (LCA), cross traffic alert (CTA) in
the front and rear areas, lateral impact alert and alert
for cyclists in the lateral way (Figure 3). On the other
hand, there are medium and long range radars (MRR
and LRR) responsible for automatic emergency brak-
ing (AEB) in front of collisions with pedestrians and
with other vehicles, as well as adaptive cruise control
(ACC) [17].

Figure 3. Example of short-range scenario. Detection of
blind spots and cross traffic alert

The radar chosen in this work, whose features are
detailed later, is a short range one and thus it re-sponds
to the typical requirements shown in Table 1.
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Table 1. Requirements of short range radar [17]

Requirements of the BSD CTA
radar parameters Requirements Requirements

Range (m) 1-50 2-60
Range accurancy (m) ± 0,10 pm0,20
Range resolution (m) 0,75 1

Velocity (m/s) -70 to + 70 -70 to + 70
Velocity accurancy (m/s) ± 0,1 ± 0,1
Velocity resolution (m/s) 0,25 0,3

Azimuth (°) ±75 ±40
Azimuth accurancy (°) ±5 ±5
Azimuth resolution (°) 15 15

Elevation (°) ±6 ±10
Elevation accurancy (°) pm0,1 ±5
Elevation resolution (°) - -

1.3. Didactic tools and competency-based
learning

Among the aspects involved in engineering teaching,
lab practices are of vital importance. According to [18],
such practices must be capable of providing enough in-
formation that enables defining and charac-terizing ac-
tivities in which students develop specific and transver-
sal competencies.

For example, Arduino has been frequently em-
ployed in recent years thank to its ease of use and
low acquisition cost [19]. This is something that has
influence in countries where there are no adequate
re-sources to acquire equipment which may be rather
expensive, and therefore using low-cost development
boards, in this case radar ones, may generate extensive
benefits. Specifically, they enable improving access to
devices which, as it has been mentioned, have almost
been of exclusive use in the military and aeronautical
areas. Similarly, it enables improving access to pioneer
technology being developed in high, medium, and even
low range vehicles. In this respect, it is important that
future engineers and techni-cians are appropriately
prepared in Latin America with the knowledge and
competencies to be able to perform maintenance to
vehicles and, similarly, participate in research and de-
velopment in these areas, since current vehicles are
equipped with a great number of electronic devices [20].

On the other hand, theory teaching benefits from
and harmonizes with adequate experimental meth-
odologies, not only in traditional labs (e.g., electronics
or electric circuits), but also in those subjects that,
traditionally, do not involve experimental activities,
such as Mathematics.

2. Materials and methods

At present, different technological companies have
brought to the market boards that in principle serve
to evaluate the performance of the integrated circuits
that they offer, such as the case of Analog Devic-es
who offer the Demorad for different chipsets including
the ADF5901 (microwave integrated circuit at 24 GHz

with 2 transmission channels), ADF5904 (receiver of 4
channels at 24 GHz) and AD4159 (in charge of gener-
ating triangular chirps or saw tooth) and other circuits
that provide a complete radar system integrated in a
board [21]. Infineon also offers the Distance2Go [22]
or Position2Go [23] boards, among others.

The Position2Go board has been chosen for this
work since it is one of the simplest (from the point of
view of the architecture) that can be found in the mar-
ket, relatively easy to use and at an affordable cost. Its
performance is evaluated for obtaining Range-Doppler
maps, position and object detection by means of the
CFAR (Constant False Alarm Rate) algorithm, which
is one of the simplest to implement and understand
from the didactic point of view.

2.1. Hardware

The Position2Go board includes all elements necessary
for generating, receiving, and processing the signals.
It is divided in four important sections: the radio fre-
quency (RF) section includes the CI BGT24MTR12
that is the primary responsible for generating and
receiving signals at 24 GHz [23], as well as three an-
tennas, one for transmitting and two for receiving. It
also has analog amplifiers that pro-vide an interface
between the RF and the digital sections. It includes a
frequency control section and a digital section, specifi-
cally it has a 32-bit XMC4700 ARM microcontroller to
sample and process data, all this mounted on a board
that enables access through a USB 2.0 connection that
also has a CAN connection in case that a direct com-
munication with an electronic control unit (ECU) of
a vehicle is required. Therefore, it may be said that
it is a complete radar integrated system that enables
its direct control and programming by means of some
connection protocols pointed out (USB has been used
in this work). Figure 4 shows the general architecture
of the board, while Figure 5 shows the board used in
this work.

Figure 4. Position2Go Board
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Figure 5. Position2Go board used

2.2. Experimental design

Position2Go includes a firmware that simplifies the
control of the different ICs and peripherals through
the XMC4700 microcontroller. This firmware enables
performing changes in the configuration of the param-
eters of interest and provides the signals processed
or unprocessed. There is a user interface to directly
obtain the signal processed, generating the frequency
spectrum and determining the position and velocity
of the different objects [24]. This toolbox of Infineon
(Figure 6) enables showing the calculations carried out
by the microcontroller, taking into account that by
default the calculations are performed with a threshold
of 100 LSB, which results in a range of approximately
12 m for pedestrians and 15 m for a radar cross sec-
tion (RCS) of 1 m2 [25]. However, working with this
interface limits the capability of processing the signals,
and besides, it does not allow to obtain the didactic
advantages sought for (although it may be a starting
point). As a result, it is intended to acquire the IF
signal and process it directly in MATLAB. For this
purpose, an API is available which enables modifying
and obtaining the values directly [26]. Table 2 shows
the chosen features thanks to different lines of code
implemented.

Figure 6. Radar GUI of Infineon

Table 2. System parameters

Parameters Value
Up-chirp time: τup 301 µs

Down-chirp time:τdown 100 µs
Standby time between chirps 100µsτsby

Pulse repetition time: 501µsτup + τdown + τsby
Bandwidth (B) 301 MHz

Sampling frequency (fs) 850 MHz
Samples per chirp 256Chirps per frame 16 (maximum)

Reach resolution (4R) 75 cm∗

Minimum reach (Rmin) 0 m
Maximum reach (Rmax) 14 m∗∗

* Theoretical without windows
** Maximum distance to be evaluated

It must be emphasized that the conditions detailed
are not typical for evaluation of radars. However, it has
been preferred a scenario more quotidian and adapt-
able to the reality of a university for three reasons.

The first reason is that in the environment of a
university lab it is difficult to have access to regulated
conditions for a correct evaluation, such as the avail-
ability of an anechoic room (Figure 7) and square or
triangular reflectors to avoid dispersion in the measure-
ments, and in this way evaluating the accuracy and
precision of the radar in an appropriate manner; just
as the vehicles for tests, a static vehicle and a pedes-
trian are more feasible conditions in an educational
environment. The second reason is that the FMCW
radars at 24 GHz are used for short range and low
speeds, as has been detailed previously. At last, the
main didactic objective stated is the understanding
and implementation of the theoretical as-pects and not
of a deep evaluation of the features of the board used.

As an additional aspect it should be mentioned
that due to the limitation to free circulation and the
confinement during much of 2020 (especially between
the months of March and July) and the closure of uni-
versities, measurements were carried out in a nonideal
environment, due to the impossibility to access the
working material that was in the labs.

Figure 7. Anechoic room [27]
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To carry out the measurements it has been con-
sidered the following scenario according to Figure 8,
where it has been taken into account a static vehicle at
a distance of 2.9 m, a static pedestrian at a distance
of 7.5 m, a wall at a distance of 12.3 m, and besides a
pedestrian who runs in a straight line from the initial
position of the radar up to the wall and returns.

From the configuration detailed in Figure 8, dif-
ferent measurements were carried out considering the
data (IF signal) provided by the firmware directly
to MATLAB, where each measurement has 50 data-
frames, by means of a for loop that can be modified
to obtain the desired number. A dataframe consists of
the raw data to be processed (IF signal) with different
functions implemented in MATLAB.

Figure 8. Measuring scenario

2.3. Processing in MATLAB

Data processing may be summarized in 4 levels. First,
define the parameters detailed in Table 2 following the
methods listed in 26, calculate the measuring limits
from the equations detailed, define the window to be
applied, in this case it was chosen a Hamming window
with the purpose of reducing the amplitude of the
lobes adjacent to the main peak in the FFT, reorga-
nize the data, since the firmware by default sends the
data in a three-dimensional array. The first dimension
contains all the samples per chirp for estimating the
distance; the second corresponds to the different chirps
per frame for estimating the velocity and the third
corresponds to the antenna; however, it has been cho-
sen to work in two three-dimensional arrays, one for
each antenna and substituting the third dimension for
the measurement number such that two arrays of size
N ×M × L were obtained, where N is the number of
samples per chirp limited in frequency corresponding
to the interval of distance (2,14 meters); M is the
number of samples per frame, which corresponds to
M = 16 × 256 = 4096; and finally L measurements,
being L=50 measurements in this case. The interval
between measurements has been 0.2 s.

Then it was applied a first FFT to the first chirp
in order to obtain the distance spectrum with a size
of 212, therefore, 212 −N elements are filled with ze-
ros using zero padding, which is automatically carried
out in MATLAB (see [28]); the purpose is increasing

the resolution such that it is simpler to recognize two
frequencies close to each other [29]. This results in the
so-called Range-FFT.

Afterwards, a new FFT is applied, but this time
through the different chirps, in order to obtain the
Range-Doppler map.

At last, the CFAR algorithm has been applied to
identify the different objects from what is detailed
in [30]. This board has the disadvantage of being lim-
ited in bandwidth (200 MHz for 24 GHz) and in number
of chirps/frame, therefore, the size of the cells for the
application of the CFAR must be high, and in this
case it was chosen 90 × 90 of guard and 30 × 30 of
training, with a factor K = 108/20. A flow diagram
with a generalization of the algorithm used is shown
in Figure 9.

The programming has been developed from the
demos of Infineon 23, Analog Devices 21 and the work
by Guerrero 11 applied to other development board.
However, these programs have been broadly modified
to include:

Capability to export recordings (.AVI) in MAT-
LAB

Capability to create and export polar plots of
the position of the bodies.

Capability to isolate and analyze desired
dataframes.

Application of CFAR algorithm.

Figure 9. Signal processing diagram
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3. Results and discussion

3.1. Firmware and Infineon Toolbox

From the data directly processed by the microcon-
troller, it was obtained the Range-Doppler map shown
in Figure 10, in which it is seen various false detec-
tions or misdetections because the threshold is fixed
by default as has been detailed previously.

Figure 10. Measurements from the firmware

On the other hand, although this first approxima-
tion for stu-dents may seem sufficient, the fact that
only processed data are shown limits the objectives
sought for when using the board, i.e., it is not evalu-
ated didactically the obtention of the results, but they
are only shown without deepening in the algorithm
employed for this purpose. Even though a modification
of the algorithm and a direct implementation of the
CFAR in the microcontroller is possible, its implemen-
tation is not simple and for this reason the rest of
the results shown were obtained using the MATLAB
implementation.

3.2. MATLAB

The Range-Doppler map of Figure 11 has been se-
lected among the 50 maps generated; in this map it is
possible to appreciate the bandwidth problem of the
radars of 24 GHz of 200 MHz, i.e., that they do not
have a good distance resolution, and in addition the
chirps per frame of the Position2Go are limited to 16
by default, when in other boards of 77 GHz it may be
obtained, for instance, up to 128 chirps per frame.

Figure 11. Range-Doppler map

Five areas may be seen in Figure 11 corresponding
to relative maxima in the FFT; the identification by
means of algorithms that enable automatic discrimina-
tion between the different bodies that may be in the
environment is out of the scope of this work, particu-
larly because the study has been stated as a tool for
undergraduate environments, which implies a limited
complexity.

At this point it is important to clarify to the student
that although this map enables a fast visual identifica-
tion, it is not very practical from the computational
point of view because a microcontroller by itself would
not be capable of identifying the bodies without an
additional algorithm in charge of that (one of these
algorithms is detailed in-depth in [31]). It is at this
point where the application of the CFAR algorithm
simplifies to dynamically obtain a detection limit, so
that it is considered the signal-to-noise ratio (SNR).
It is important to remark that the CFAR by itself is
not capable of carrying out the discrimination about
the bodies (vehicles, pedestrians, motorcycles, etc.)

Since the K factor has been configured to a rel-
atively low value, this results in many areas when
applying the CFAR (Figure 12). To overcome this is-
sue, it has been only taken those points that have a
power of at least –40 dB, value empirically obtained
from various measurements (for a smaller power it gen-
erally resulted in false detections), this value may be
also dynamic, considering that the power reflected de-
pends on the radar equation which in turn depends on
the distance at which the body is lo-cated; at the same
time, the reflection levels are different according to
the object, for example, a vehicle reflects more power
than a pedestrian, considering that the electromag-
netic waves (such as the ones transmitted by a radar)
are reflected in the bodies according to the radar cross
section which depends on different factors such as the
area, the material (of the clothes or of the vehicle), the
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shape, etc., and this may be used to be able to classify
the bodies. Table 3 shows some of the values obtained
from the centroids for each of the areas (Figure 13).

Figure 12. Range-Doppler map in dB and result of CFAR

Figure 14 shows the objects detected considering
the –40 dB limit. Then, it is evident that the CFAR
enables identifying objects correctly, even when the
velocity of the pedestrian has been slightly higher than
the real one (Table 4); in this sense, it is a contribution
of this work to the detection of ob-jects with respect to
the one carried out by the Infineon graphical interface.
It is clarified that the results have not been optimized,
and in this way, it may be shown conditions in which a
student might imple-ment a non-optimized algorithm
and even obtain acceptable results.

Table 3. Data sorted considering the power

Distance Velocity Power
(m) (m/s) (dB)
2,8564 –0,0803 –21,1564
7,5806 –0,2945 –23,2399
12,2498 –0,0803 –23,3293
8,9539 4,8109 –33,7255
2,9114 –5,6320 –53,0894

...
...

...

Figure 13. Centroids from the CFAR

Figure 14. Identification of objects using CFAR

Table 4. Data sorted considering the power

Measured Real Measured Real
distance (m) distance (m) velocity (m/s) velocity (m/s)

Vehicle 2,8564 2,9 –0,0803 0
Static 7,5806 7,5 –0,2945 0pedestrian
Wall 12,2498 12,3 –0,0803 0

Moving 8,9539 ≈ 9 4,8109 ≈ 4pedestrian

Figures 11 – 14 show one of the frames of one
of the measurements that has been chosen; due to
the structure of this document all of them cannot be
shown. However, Figures 15 and 16 show the distances
obtained from the application of the CFAR in each
of the dataframes. Figure 15 shows the moving pedes-
trian, where an effective detection rate of 78.57% is
achieved (without considering false detec-tions and
misdetections). On the other hand, Figure 17 shows
the dispersion for the static bodies. Table 5 details
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some statistical values that are within the values of
Table 1. However, it is important to remark that the
precision and accuracy shown does not necessarily
reflect the real values of the radar, due to the afore-
mentioned constraints. The importance of these results
lies on the fact that even in non-optimal conditions,
the radar achieves good precision and accuracy, and
thus it is expected that students yield adequate results
without requiring a deep calibration and more complex
algorithms.

From these results, the use of this evaluation board
emerges as an appropriate tool to be employed in lab
practices, because it covers specific competencies: un-
derstanding of mathematical fundamentals such as the
Fourier transform, complex numbers, operations with
matrices, spectral analysis, among oth-ers, as well as
fundamentals of physics: kinematics, electromagnetic
waves, Doppler effect, etc. On the other hand, with
an adequate guide of the teacher it may be promoted
transversal competencies accord-ing to [32], such as:
computer concepts related to the area of study, specif-
ically it is promoted the use of MATLAB and other
computational tools. Similarly, it may be encouraged
the work in teams, auton-omous learning, adaptation
to new situations, capability of applying theoretical
concepts in the practice, use of the Internet as an
information source, among others.

All the previously mentioned in an adequate envi-
ronment, which does not generate frustration on the
students and an appropriate tutoring may translate in
a great impact in their education.

Unfortunately, no previous case studies were found
about the viability of the proposal of using ra-dars
as a didactic tool and the evaluation of the impact.
Therefore, this is the reason why this work ana-lyzes
the viability both technical and didactic of using an
evaluation board of the many available in the market.

Figure 15. Identification of objects using CFAR

Figure 16. Identification of objects using CFAR

Figure 17. Identification of objects using CFAR

Table 5. Statistics for measuring the distance of the static
bodies

Distance

Real (cm) Mean (cm) Median (cm) Standard
deviation (cm)

290 289,75 288,18 4,84
750 773 774,54 14,03
1230 1239,40 1235,96 6,69

4. Conclusions

This work shows an evaluation board based on a
FMCW radar which operates at 24 GHz with a band-
width of 200 MHz. The empirical performance without
considering a statistical analysis that enables determin-
ing the rate of false detections and without a precise
calibration, it is more than acceptable for its use as an
educational tool with the purpose of understanding the
operation of short-range radars and their application
in vehicles. Obtaining and processing data is relatively
simple, thus helping in the de-velopment of both the
researcher and the teacher who desires it. However, it
is recommended to start by the application of an algo-
rithm that involves the two-dimensional fast Fourier
transform to obtain Range-Doppler maps, and then to



Mavares. / Evaluation of a FMCW radar as a teaching tool in the automotive and telecommunications

engineering careers 79

use a CFAR algorithm for improving the detection of
objects with respect to the implementation of a fixed
limit. In case it is desired to deepen in the classification
of bodies, it is recommended to investigate about the
different algorithms available.

Although it has not been compared with other
boards, the results obtained and the low cost of the
Position 2Go show that implementing its use in lab
practices in Automotive and Telecommunication En-
gineering careers may result in many benefits in the
development of specific and transversal capaci-ties of
students.
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Abstract Resumen
Numerical studies of the flow field for convergent-
divergent nozzles with throat length, have reported
fluctuations of the flow with oblique shock waves in
the throat section, for the overexpanded flow condi-
tion. However, for other flow conditions, for the same
type of nozzle, knowledge is limited. In the present
work, the objective is to determine the behavior of
the flow in the throat length and in the divergent, for
an experimental conical nozzle classified as Helios-X,
for the underexpanded flow condition. 2D numerical
simulations of the flow field were performed with the
ANSYS-Fluent version 12.1 code, applying the RANS
model. The governing equations for compressible flow,
conservation of mass, momentum, energy, and state
were used; as well as, for turbulence, the Menter SST
k − ω model and for the viscosity as a function of
temperature the Sutherland equation.

Estudios numéricos del campo de flujo para toberas
convergentes-divergentes con longitud de garganta,
han reportado fluctuaciones del flujo con ondas de
choque oblicuo en la sección de la garganta, para
la condición de flujo sobre-expandido. Sin embargo,
para otras condiciones del flujo, para un mismo tipo
de tobera, el conocimiento es limitado. En el presente
trabajo, el objetivo es determinar el comportamiento
del flujo en la longitud de garganta y en la divergente,
para una tobera cónica experimental clasificada como
Helios-X, para la condición de flujo sub-expandido. Se
realizaron simulaciones numéricas 2D del campo de
flujo con el código ANSYS-Fluent versión 12.1, apli-
cando el modelo RANS. Se emplearon las ecuaciones
gobernantes para el flujo compresible, conservación
de la masa, cantidad de movimiento, energía y de
estado; así como, para la turbulencia el modelo SST
k − ω de Menter y para la viscosidad en función de
la temperatura la ecuación de Sutherland.
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In the section of the throat adjacent to the wall the
flow exhibited fluctuations; in the axial symmetry
the flow showed a stepped acceleration; in the di-
vergent section the flow slowed in a certain region;
however, the flow exited the nozzle at a supersonic
speed slightly greater than Mach 3. It is concluded
that in the throat length section there is a flow pat-
tern, as well as in the divergent section.

En la sección de la garganta, adyacente a la pared,
el flujo presentó fluctuaciones, en la simetría axial el
flujo presentó una aceleración escalonada; en la sec-
ción divergente, el flujo se desaceleró en cierta región,
sin embargo, el flujo salió de la tobera a velocidad
supersónica ligeramente mayor de Mach 3. Se con-
cluye que en la sección de la longitud de garganta se
presenta un patrón de flujo, así como, en la sección
divergente.

Keywords: Throat, Fluctuation, Under-expanded,
Simulation, Nozzle.

Palabras clave: garganta, fluctuación, subex-
pandido, simulación, tobera



Tolentino Masgo et al. / Numerical simulation of the under-expanded flow in the experimental conical nozzle

helios-x 83

1. Introduction

The flow in nozzles in supersonic rocket motors is re-
currently studied for different geometric configurations
of the internal profile of the nozzle walls. The geometry
of the divergent section of the nozzle may be conic,
bell-shaped, parabolic, rectangular, flat, among others.
Taking experimental data in a test bench of the flow
within the nozzle in static conditions has limitations
when the gas flow is well above the ambient tempera-
ture. For this reason, during the experimental test data
are recorded with instruments sensitive to changes in
pressure, temperature, vibration, in the combustion
chamber, at the beginning of the nozzle, in the walls,
and through the capture of images of the flow region
that is discharged to the environment. When the flow
is strangled in the throat and based on the pressure
of the combustion chamber, the flow may be over-
expanded, optimally expanded or underexpanded [1].
It should be pointed out that, for an overexpanded
flow the shock occurs within the nozzle and for an
underexpanded flow the shock occurs outside of it.

The experimental data obtained at the boundary
of the nozzle are used to reproduce the behavior of
the flow field within the nozzle, through the applica-
tion of computational fluid dynamics [2], [3], which
enables quantifying the thermodynamic magnitudes
in a computational domain of the flow field that is not
possible to obtain by experimental means in open field
and labs.

CFD is a computational tool that enables to obtain
approximate solutions of the reality of the physical
phenomenon, if it is appropriately considered the ge-
ometry of the computational domain, the refinement
of the mesh, the turbulence model, setting the errors
during the iteration stage, as well as other variable
control parameters.

For compressible flow there are supported and re-
ported works about the shock waves and the expansion
waves of Prandtl-Meyer [4, 5], the capturing of images
of the shock waves by means of the Schlieren tech-
nique [6], the turbulence [7], the limit layer [8, 9], as
well as the turbulence models [10].

Experimental studies in static and dynamic con-
ditions for convergent-divergent nozzles with throat
length have been reported with research purposes;
however, the knowledge of the behavior of the flow
regime present within nozzles with throat length is vir-
tually none since it has been scarcely addressed using
computational tools to determine its thermodynamic
magnitudes.

A computational study of the simulation of the
overexpanded flow in a conic nozzle with throat length
and mean angle of 11° in the divergent section, which
belongs to a motor of a sounding rocket for solid fuel,
classified as ULA-1A XP [11], reported numerical re-
sults of the fluctuations of the flow velocity and of the

oblique shocks that occurred in the throat section, in
the range of transonic velocity, as well as the behavior
of the flow fluctuation from the center to the walls
of the throat. It should be noted that this type of
nozzle was previously tested in static and dynamic
conditions by the Group of Atmospheric and Space
Sciences (GCAE, Grupo de Ciencias de la Atmós-
fera y del Espacio) of the Universidad de Los Andes,
Venezuela [12], [13], [14].

Another study conducted for an underexpanded
flow in a conic nozzle with throat length and mean an-
gle of 15° in the divergent section, identified as Helios-X
nozzle [15], which also simulated the flow field, pre-
sented its results according to the Mach number, where
the flow in the throat section exhibited deceleration.
Although they provide fundamental data of the flow
velocity according to the Mach number, it still remains
to analyze with greater detail the flow field for other
thermodynamic parameters. For this reason, it is of in-
terest to continue with the investigation for this type of
nozzle, to determine the behavior of the field of density,
pressure, temperature and velocity, as well as the Mach
number in all the domain, and focusing with greater
interest in the throat section, which might contribute
and enrich the knowledge about the distribution of
gradients of the thermodynamic parameters.

The Helios-X nozzle, designed by Nakka [16], was
tested in a test bench in static and dynamic condi-
tions. Figure 1 shows the record of the test in static
conditions of the nozzle coupled to the Helios-X rocket
motor, the rocket in the launching platform and the
rocket take-off. Multiple experiments conducted by
Nakka of nozzles in rocket motors for amateur solid
fuel, in static and dynamic conditions, may be obtained
in their web site [16].

The present work is intended to continue with the
research for the underexpanded flow in the Helios-X
nozzle, reported in [15], with the purpose of determin-
ing the behavior of the flow in the throat and divergent
sections. In order to achieve the stated objective, the
supersonic flow field was simulated to obtain the field
of pressure, Mach number, velocity, temperature and
density. Results show, in the wall at the inlet of the
throat, a region of the flow which exhibits fluctuation,
and thus in that region the flow accelerates and decel-
erates, in other regions of the same section, the flow
velocity only slows.

Section 2 presents the equations used, the 2D com-
putational domain and the computational solution
method. Section 3 describes the results obtained and
the discussion. Section 4 presents the conclusions of
the analysis conducted.
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Figure 1. (a) Experimental test in static conditions of the
nozzle with throat length coupled to the Helios-X rocket
motor, March 2017. (b) Launch platform of the Z-30 rocket,
with the Helios-X rocket motor installed. (c) Z-30 rocket
take-off, May 2017 [16]

2. Materials and methods

2.1. Mathematical fundamentals

In the present work, the model of the Reynolds-
averaged Navier-Stokes (RANS) equations are em-
ployed for simulating the flow field of compressible
flow. The governing equations used are: the equation
of conservation of mass (1), momentum (2), conserva-
tion of energy (3), and state (4). In compact form and
for a flow in stationary conditions, they are expressed
as:

O · (ρui) = 0 (1)

Where, ρ is the density and u the velocity.

O · (ρuiuj) = −Op+ O(τ) + O · (−ρuiuj) (2)

Where, p is the pressure; τ is the tensor of ten-
sions and −ρuiuj the Reynolds tensions. It should be
noted that Equation (2) is closed, since it includes the
Reynolds tensions term.

O · (ui(ρE + p)) = O · (keffOT + (τeff · ui)) (3)

Where E is the total energy, T the temperature,
keff the effective thermal conductivity, and τeff the
effective tensor of tensions.

p = ρRT (4)

Where, R is the gas constant.

For compressible flow it is taken into account the
ratio of pressures (5) and of temperatures (6) as a
function of the Mach number, which is the dominant
parameter, and are expressed as:

p0

p
=
(

1 + γ − 1
2 M2

) γ
γ−1

(5)

T0

T
= 1 + γ − 1

2 M2 (6)

Where, p0 is the total pressure, T0 the total tem-
perature, γ the ratio of specific heats and M the Mach
number.

The supersonic Mach number at the outlet of the
nozzle for an underexpanded flow and without shock
at the outlet of the divergent section is determined
with Equation (7); where A/A∗ is the ratio of design
areas, A is the area at the outlet of the nozzle and A∗

is the area of the throat:

A

A∗ = 1
M

(
1 + γ−1

2 M2

γ+1
2

) γ+1
2γ−2

(7)

The considerations of the Mach number are the
following:M < 0.3 for incompressible flow; 0.3 < M <
0.8 for subsonic flow; 0.8 < M < 1.2 for transonic flow;
1.2 < M < 5 for supersonic flow;M > 5 for hypersonic
flow; and M = 1 for the flow with sonic velocity [5]. It
should be noted that White [5] considers that the flow
is hypersonic from a value greater than Mach 3, and
Anderson [4] from Mach 5.

According to Sutherland´s law [8], the viscosity as
a function of the temperature (8) is expressed as:

µ

µ0
=
(
T

T0

) 3
2 T0 + S

T + S
(8)

Where, the reference viscosity is µ0 = 1, 716 kg/(m·
s), the reference temperature is T0 = 273, 11 K and
the effective temperature is S = 110, 56 K.

For the flow turbulence, it is taken into account
the Menter SST k − ω turbulence model [17], which
is solved together with the equation of momentum.
This turbulence model has two equations, one for the
specific kinetic energy k, and the other for the specific
dissipation rate ω, and thus it improves the responses
in the presence of adverse pressure gradients, and flow
separation.

The Menter turbulence model [17] has been com-
pared with other turbulence models for different con-
ditions of the compressible flow with presence of shock
waves in different experimental equipment for overex-
panded flow and underexpanded flow, where the numer-
ical results for 2D domains with symmetric geometries
overlap the experimental data of pressure at the walls
of experimental equipment, in a nozzle [18,19] and in a
transonic diffuser [20,21], with the shapes of the shock
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waves of the numerical results approximately similar
to the experimental ones. Applications of the Menter
turbulence model support their validity for different
flow regime conditions [22–25]. In 3D domains, the
contribution of the physical analysis is much greater,
even for asymmetric geometries and asymmetric lateral
loads in the flow field. Therefore, for underexpanded
flow conditions and without conditions of asymmetric
lateral loads, the Menter turbulence model is appro-
priate for 2D simulation of the underexpanded flow of
the present work.

2.2. Computational domain

The scheme of the geometry of the Helios-X ex-
perimental convergent-divergent conic nozzle with
throat length [16] is shown in Figure 2, including its
main dimensions and corresponding units in millime-
ters: throat length Lg = 6.01 mm, throat diameter
Dg = 5.58 mm, ratio between throat length and di-
ameter rLD = 1.07, and the ratio of design areas
A/A∗ = 5.206.

Figure 2. Geometry of the Helios-X experimental conic
nozzle [16]

The 2D computational domain with axial symme-
try consists of a section of the combustion chamber,
the nozzle and the atmosphere, as shown in Figure
3. The purpose of taking into account a short section
of 7.47 mm and not the whole section of the motor
tube, is to apply the pressure load and direct the flow
towards the inlet of the nozzle. The length of the sec-
tion of the conic nozzle is 27.91 mm and the length
of the section of the atmosphere ambient is 281 mm.
The throat begins at the position x=8.51 mm and
ends at the position x=14.53 mm, and its length is
Lg = 6.01 mm.

Figure 3. 2D computational domain with axial symmetry.
The domain includes a section of the combustion chamber,
the nozzle and a section of atmosphere

In addition, since the nozzle has a symmetric rev-
olution geometry, a 2D domain is appropriate, which
contributes to reduce the number of cells in the mesh
and the iteration time when processing the compu-
tational data. In addition, the references where the
boundary conditions (BC) are applied are pointed in
the same figure of the domain.

The initial and boundary conditions are established
as:

In the chamber of the Helios-X rocket motor, the
absolute total pressure is established as 6996,11
kPa; and the total temperature as 2558 K.

In the atmosphere ambient, the pressure is es-
tablished as 101.5 kPa, and the temperature as
263.15 K.

In the axis of axial symmetry, the flow velocity
in the radial direction is zero. In the walls, the
velocity is zero due to the no-slip condition.

The walls of the section of the combustion cham-
ber and of the nozzle are considered adiabatic.

The effect of the gravity of the flow within the
nozzle is not considered, due to the high velocity
of the supersonic stream in the divergent. In the
atmosphere, the flow velocity is supersonic, and
thus for the length of the domain considered, the
effect of gravity is considered tiny and therefore
neglected.

It should be pointed out that the pressure and
temperature data in the chamber of the rocket mo-
tor which are applied at the boundary conditions in
the present work have been obtained by Nakka [16]
through experimental means, as well as the data of
the atmosphere ambient recorded with pressure and
temperature measuring instruments. The experimental
data of the combustion chamber and of the atmosphere
ambient applied to the 2D domain, contribute to ob-
tain the simulation of the flow field in all the domain,
and enable to determine the behavior of the pressure
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and temperature in the wall of the nozzle which has
not been possible to measure experimentally.

For the numerical simulations in the present work,
the gases burnt as a result of the combustion of the
solid propellant consisting of ammonium nitrate, alu-
minum, sulfur and chloroprene (A24 ANCP) [16] are
considered as ideal gases, and as air substance. As
parameters, it is fixed the specific heat ratio γ = 1, 4,
the gas constant R = 287 J/(kg ·K), the specific heat
at constant pressure Cp = 1006, 43 J/(kg ·K) and the
thermal conductivity k = 0, 0242 W/(m ·K).

Figure 4 shows the meshed computational domain
and an enlargement of the meshed section of the noz-
zle. The meshed was made in the ANSYS-Meshing
platform and the domain was discretized through the
interaction of ICEM-CFD. The mesh of the domain
was refined along all the walls, due to the presence of
shear stress in those regions. A meshed with triangular
cells was applied in the section of the chamber and of
the nozzle, and a structured mesh with quadrilateral
cells was applied in the section of the atmosphere am-
bient, for a total of 32675 cells combined. The meshed
of the domain shown in the figure is the final one, after
performing a numerical convergence study in which
the domain was refined three times.

Figure 4. (a) Meshed computational domain with a total
of 32675 cells combined. (b) Section of the meshed domain
of the nozzle

In the numerical convergence study, the first
meshed domain had 30950 cells; in the section of
the nozzle the smallest cell had a dimension of
4, 9 × 10−5 mm and the largest one a dimension of
3, 37 × 10−4 mm, and the largest cell dimension was
3.2 mm in the upper right corner of the atmosphere
domain. The second meshed domain had 32296 cells,
with a smallest cell of 4, 7 × 10−5 mm and a largest
cell of 3, 31×10−4 mm, and in the atmosphere domain
the maximum cell size was 3.2 mm. The third meshed
domain had 32675 cells, with minimum cell dimension
of 4, 67 × 10−5 mm and maximum of 3, 29 × 10−4 mm,
and in the atmosphere the largest cell dimension was
3.2 mm. For the first domain, the minimum spacing
of the cell in the wall of the nozzle was y+ = 0, 98 in
average, for the second domain y+ = 0, 95 and for the
third domain of the final meshed y+ = 0, 94.

For the three cases, the density of the mesh is high
in the nozzle and in the region of the atmosphere where

there is the supersonic stream known as plume. The
end of the divergent section was taken as control point,
in the axial symmetry, to numerically evaluate the
Mach number, since it is a critical region due to the
high flow velocity, and a percentage error of 0.04%
was obtained between the third and second meshed
domains; and a slightly larger error of 0.052% between
the second and the first, at the outlet of the nozzle in
the axial symmetry of the X axis for the third domain
of the final meshed and a Mach numeric value of 3.1.

For the theory of quasi-one-dimensional flow with
γ = 1, 4, and A/A∗ = 5, 206 of design of the Helios-X
nozzle, and without shock at the outlet of the nozzle,
a Mach value of 3.217 was obtained with Equation (7)
(theoretical). A magnitude difference of 0.117 was ob-
tained between the theoretical Mach number of 3.217
and the Mach of 3.1 numerically calculated of the third
meshed domain. Therefore, it is acceptable the magni-
tude of the result of the comparisons of Mach numbers
as numerical validation. For a quasi-one-dimensional
and underexpanded flow, the flow exits the nozzle
uniformly and perpendicular to the outlet area, and
therefore it has the same cross-sectional area, while for
the numerical method, the flow has a velocity gradient
of the Mach number at the outlet of the nozzle and its
magnitude varies in its cross-sectional area.

The meshed domain shown in Figure 4 is appropri-
ate and fulfills satisfactory criteria of the convergence
analysis performed. Although the three domains fulfill
for y+ < 1, it was chosen the meshed domain with
32675 cells because it has a greater refinement in the
walls, which is used in the computational simulations.

The quality of the mesh for two-dimensional cells,
and the equiangular bias (QEAS) establish that it
should be in 0 ≥ QEAS ≥ 1, for any 2D cell [26].
For all the domain of the final mesh, it was obtained
QEAS = 0, 55. It should be stated that the numerical
convergence study was performed using the Menter
SST k − ω turbulence model [17] to simulate the flow
turbulence.

2.3. Computational solution method

For simulating the flow in the ANSYS-Fluent 12.1
code, which applies the finite volume method (FVM),
it was chosen the analysis option based on density for
a compressible fluid, 2D domain with axial symmetry
in the x axis. For the turbulence of the flow, it was
employed the Menter SST k − ω model [17], and for
the viscosity the equation of Sutherland [8].

In the solution method, it was considered the im-
plicit formulation and Roe-FDS type of flow. For the
spatial discretization, the gradient: Least Squares Cell
based; for the flow, turbulent kinetic energy and the
specific dissipation rate, the option: First Order Upwin.

In the residual monitor, for the absolute conver-
gence criterion, it was established a fixed value of
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0.00001, for continuity, velocity and energy. It was
carried out 136400 iterations in a time close to fifty
hours, to obtain the numerical convergence of the fi-
nal results of the flow field, Mach number, pressure,
velocity, temperature and density.

For data processing, an equipment with the follow-
ing features was employed: Siragon notebook, model
M54R, Intel Core 2 Duo, two processors of 1.8 GHz
and RAM memory of 3 GB.

3. Results and discussion

This section presents the results of the flow field, for
the input pressure load applied of 6996.11 kPa and
temperature of 2558 K, ambient pressure at the outlet
of the nozzle of 101.5 kPa and temperature of 263.15
K.

The variations of the magnitudes of the static pres-
sure (Figure 5), Mach number (Figure 6), velocity
(Figure 7), static temperature (Figure 8) and density
(Figure 9), show in which regions of the domain are
reached the maximum and minimum values. By means
of the contour lines it is observed how they are dis-
tributed in different regions of the flow field, both
in the section of the nozzle and in the section of the
atmosphere.

The flow exiting the nozzle is underexpanded and
it is shown in the atmosphere how the shock waves are
constituted; and the region of the supersonic stream
where these waves are present, is known in the litera-
ture as plume.

Figure 10 shows the profiles evaluated in the axial
symmetry, for the region of the supersonic flow that ex-
its from the nozzle and discharges in the atmosphere.
The fluctuations due to the shock wave are shown,
even in certain regions the pressure drops below atmo-
spheric pressure, accelerating the flow in that region
before the occurrence of the shock at a Mach value
close to 4.75, and velocity of 2050 m/s; while the tem-
perature drops below 500 K. After the shock, the flow
is still supersonic with presence of dampen fluctuations
around Mach 3, velocity of 1800 m/s and temperature
of 900 K. In addition, the behavior of the pressure and
density curves show an equilibrium trend.

The contour lines in the nozzle section have been
considered, which provide more information regarding
the distribution of the gradients of the thermodynamic
parameters. The enlarged figures illustrate how the
contour lines are distributed in the convergent, throat
of length Lg and divergent sections: for the static pres-
sure (Figure 11), Mach number (Figure 12), velocity
(Figure 13), static temperature (Figure 14) and density
(Figure 15). It is observed that at the beginning of
the throat section the contour lines have a behavior
different to the contour lines at the end of the same
throat, as well as in the middle part.

Figure 5. Field of static pressure (kPa)

Figure 6. Field of Mach number

Figure 7. Field of velocity (m/s)

Figure 8. Field of static temperature (K)

Figure 9. Field of density (kg/m3).
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Figure 10. Profiles evaluated in the axial symmetry, in
the X axis, in the region of atmosphere ambient. (a) Pres-
sure. (b) Mach number. (c) Velocity. (d) Temperature and
(e) Density

It should be pointed out that for the case of static
pressure, it is observed that in the middle part of the
throat length the contour lines tend to be perpendic-
ular to the walls of the throat, and thus the pressure
magnitude in the symmetry is similar to the pressure
magnitude in the wall.

Figure 11. Contour lines of static pressure (kPa) of the
flow in the nozzle section

Figure 12. Contour lines of Mach number of the flow in
the nozzle section

Figure 13. Contour lines of velocity (m/s) of the flow in
the nozzle section

Figure 14. Contour lines of static temperature (K) of the
flow in the nozzle section

Figure 15. Contour lines of density (kg/m3) of the flow
in the nozzle section

Analyzing the behavior of the flow from another
perspective, through the trajectory of the numeric
curves, it is shown that the sharp change in the static
pressure drop (Figure 16) occurs in the first vertex of
the throat section. In the middle section of the throat,
a part of the trajectories of the pressure profiles in the
wall and in the axial symmetry are coincident, which
indicates that a uniform flow regime is present with
incidence in the acceleration of the flow. Downstream,
from position x=22.5 mm, the pressure drop of the
flow tends to stop, slightly increases, then decreases
with smaller intensity, thus being a part of the pro-
file trajectory with oscillatory trend; in such part, the
pressure fluctuations influence the development of the
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acceleration of the flow, and thus the magnitudes of
the thermodynamic parameters exhibit variations.

For the case of the Mach number (Figure 17), it
is shown the deceleration of the flow in the throat
section, being Mach 1 in the middle part of the throat
section, and greater than this value at the outlet of the
throat. Close to the outlet of the divergent section, the
flow velocity reaches a value greater than Mach 3, at
position x=22.5 mm, and downstream a curvature is
present and tends to reduce the flow up to the outlet of
the nozzle, maintaining a velocity greater than Mach
3, corresponding to a supersonic flow. From position
x=22.5 mm up to the outlet of the nozzle, the behav-
ior of the trajectory of the curve shows that a flow
deceleration occurs before exiting the nozzle.

In the velocity profile (Figure 18) it is observed
the behavior of the velocity pattern in the axial sym-
metry, but it is now shown in the wall because the
velocity is zero there due to the no-slip condition. In
the middle part of the throat section, the flow has an
estimated velocity of 920 m/s; downstream, it is shown
the behavior of a part of the trajectory of the veloc-
ity profile from position x=22.5 mm, with a velocity
trend slightly greater than 1800 m/s. Also, like in the
previous case, for the Mach number the flow velocity
decelerates before exiting the nozzle.

Figure 16. Static pressure profiles evaluated in the wall
and in the X axis, in the nozzle section

Figure 17. Mach number profile evaluated in the X axis,
in the nozzle section

Figure 18. Velocity profile evaluated in the X axis, in the
nozzle section

Likewise, for the static temperature profiles (Fig-
ure 19), it is shown the behavior of the trajectories
in the wall and in the axial symmetry. It is observed
in the throat section that the temperature increases
and decreases, and the vertices have influence in the
occurrence of sudden changes. In the case of the di-
vergent section, the increase of the temperature in the
wall to a value greater than the input temperature,
is a consequence of the friction of the flow at high
velocity rubbing the adiabatic wall, which drastically
reduces before the flow exits the nozzle. Whereas in the
axial symmetry, the temperature decreases due to the
flow expansion, and it is shown the fluctuation of its
magnitude from position x=22.5 mm. Regarding the
density profiles (Figure 20), their behavior depends on
the flow expansion and compression, in the convergent,
throat and divergent sections.

The results of flow field and of the profiles that
define the trajectory of pressure, Mach number, tem-
perature, velocity and density, in the axial symmetry
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and in the nozzle wall, are acceptable. This is justi-
fied because there is a magnitude difference of 0.117
between the theoretical Mach value of 3.217 obtained
with Equation (7) and the numerical value of Mach 3.1
shown in Figure 17, with both values being calculated
at the outlet of the nozzle with magnitudes close to
each other.

Figure 19. Static temperature profiles evaluated in the
wall and in the X axis, in the nozzle section

Figure 20. Density profiles evaluated in the wall and in
the X axis, in the nozzle section

Enlarged details of the throat section show the
behavior of the trajectories of the profiles of static
pressure (Figure 21), Mach number (Figure 22), ve-
locity (Figure 23), static temperature (Figure 24) and
density (Figure 25), for different radial distances, eval-
uated from the axial symmetry to the wall. The length
of the throat begins at position x=8.51 mm and ends at
position x=14.53 mm. The profiles show the behavior
of the flow region in the first vertex, at the beginning
of the throat length, along the throat length, as well as
when the flow enters at the beginning of the divergent
section.

For the case of Mach number (Figure 22) and veloc-
ity (Figure 23), for the flow region adjacent to the wall

of the throat section, the flow accelerates, decelerates
and accelerates again; whereas in the axial symmetry
the flow accelerates, decelerates and accelerates again
when entering the divergent section; this is a conse-
quence of the variations in static pressure that occur
from the beginning of the throat section up to the end
of such section (see Figure 21). Therefore, the geome-
try of the aerodynamic profile of the throat section of
length Lg, determines the behavior of the flow pattern
in such section; in this case, there is a flow pattern in
the throat section, for an underexpanded flow at the
outlet of the nozzle at supersonic velocity greater than
Mach 3.

The variations in static temperature in the throat
section are shown in Figure 24, where there is an in-
crease of its magnitude in the wall, and variations in
the vertices at the inlet and outlet of the throat (Figure
24). Similarly, for the case of the density (Figure 25),
its magnitude decreases towards the wall, and in the
vertex at the inlet of the throat the density decreases
and increases, with a behavior similar to the trajectory
of the pressure profile.

Results show that the geometry of the throat sec-
tion with throat length and diameter ratio rLD=1.07,
begins at position x=8.51 mm and ends at position
x=14.53 mm, which is a short segment of circular sec-
tion, has influence on the development of the flow in
the regions adjacent to the walls, in the vertices and
in the symmetry. In the axial symmetry, in the X axis,
the flow reached a value in the range of Mach 0.65
to 1.2, with regions of subsonic, transonic and sonic
velocity, without the presence of shocks; therefore, a
flow pattern is present.

In a work reported of the ULA-1A XP experimen-
tal conic nozzle [11], with mean angle of the divergent
section of 11° and throat length and diameter ratio
rLD = 1, 10, it showed flow deceleration with presence
of oblique shock waves, in the range of Mach 0.8 to
1.4; for an overexpanded flow.

When comparing both cases for the flow in the
throat region, the length of such region has influence
in the development of the flow, either underexpanded
or overexpanded flow.

Another flow pattern was present from position
x=22.5 mm. From position x=22.5 mm up to the out-
let of the nozzle, the behavior of the trajectory of the
curve shows a deceleration of the flow in the divergent
section, after the flow reaches the supersonic velocity
Mach 3.

Similar results of the flow deceleration in the di-
vergent section for 2D domains, was reported in [19]
through a density pattern, for a mean angle of 11.01° of
a flat nozzle, for overexpanded flow conditions. Another
study reported flow deceleration for a conic nozzle with
mean angle smaller than 5° [27], as well as for a nozzle
with optimized contour and parabolic contour [28].

Therefore, the fluctuation obtained in the present
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work is not an isolated result, since a region of the flow
exhibits a deceleration in the divergent section, with a
defined pattern.

It should be mentioned that works reported in the
literature for inviscid one-dimensional flow [1,4,5,9,26],
detail the increase of the flow velocity according to the
Mach number in the divergent section of a nozzle, the
trajectory of the curve increases and tends to curve
towards the outlet of the nozzle, and exhibits no fluc-
tuation. However, the results of the present work show
that there is a fluctuation for certain region of the flow
in the divergent section, even though the shock wave
occurs outside of the nozzle.

Figure 21. Static pressure profiles evaluated at the throat
section of the nozzle

Figure 22. Mach number profiles evaluated at the throat
section of the nozzle

Figure 23. Velocity profiles evaluated at the throat section
of the nozzle

Figure 24. Static temperature profiles evaluated at the
throat section of the nozzle

Figure 25. Density profiles evaluated at the throat section
of the nozzle

4. Conclusions

According to the analyzes carried out, from the results
of the numerical simulations of the underexpanded flow
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it is concluded that: In the nozzle section there are
two regions where the pressure drop of the flow slows,
the throat length section, which is between positions
x=8.51 mm and x=14.53 mm; and at the end of the
divergent section, from position x=22.5 mm up to the
outlet of the nozzle. Therefore, in both regions, the
flow decelerates.

In the axial symmetry, at the end of the divergent
section of the nozzle, the flow reaches a value slightly
larger than Mach 3, and flow velocity of 1800 m/s. In
the atmosphere ambient it reaches an estimated value
of Mach 4.75, and flow velocity of 2050 m/s, before the
occurrence of the shock. Downstream, the magnitudes
of Mach number and of velocity fluctuate, up to a
prolonged distance around Mach 3.

The profiles of static pressure, Mach number, veloc-
ity, static temperature and density, show how the flow
develops in the throat section, where at the beginning
of such section there is the vertex; a region of the flow
adjacent to the wall exhibits fluctuations, causing pres-
sure drops, and thus the flow velocity in such region
adjacent to the wall accelerates and decelerates.

In the axial symmetry in the throat, at position
x=8.51 mm the flow reaches an estimated value of
Mach 0.68, and at the end of the throat section, at
position x=14.53 mm an estimated value of Mach 1.1;
thus, a flow region is subsonic, and the rest is tran-
sonic. In such section of the throat, the trajectory of
the profile defines a staggered behavior.

A future work considers, for 2D and 3D domains
and with different computational codes, to progres-
sively reduce the throat length Lg, to determine if
there is still influence in the flow acceleration, or if
it occurs a possible fluctuation that causes oblique
shock waves. Similarly, to determine if the fluctuation
of thermodynamic parameters, such as Mach number,
pressure and temperature, in the axial symmetry, at
the end of the divergent section exhibit some significant
change.
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Abstract Resumen
The Internet of Things has emerged as one of the
most promising trends today. The speed of its adop-
tion, however, has caused certain gaps. Amongst the
most critical there is the one related with the secu-
rity of the systems involved. This project addressed
the security problem in a broad way but focusing on
smart-home environments, where the use of devices
with widely heterogeneous technologies and multiple
services, generates problems with authentication and
with the confidentiality of the data, if the network is
compromised. To tackle these problems, state-of-the-
art technologies such as OAuth2 and TLS, among
others, were put together, along with an architectural
methodology of lightly coupled microservices. As a
result, a secure and broad range IoT architecture was
built, backed up and validated by a reference imple-
mentation. The division into functional layers enables
both fixed and mobile devices and sensors, to get
connected into the system transparently and fluently.
The security scheme structured in three incremen-
tal levels enables a better device integration, at the
level that best adapts to its computing resources and
the type of information it shares. The results show
the flexibility of the solution and the robustness and
novelty of the security scheme presented.

El Internet de las cosas es una de las tendencias
más prometedoras en la actualidad. La rapidez de su
adopción, sin embargo, ha provocado ciertas brechas
críticas en la seguridad de los sistemas involucrados.
Este proyecto analizó el problema de seguridad de una
manera amplia, pero enfocándose en entornos de tipo
hogar inteligente, donde el uso de dispositivos con tec-
nologías ampliamente heterogéneas genera problemas
en la autenticación con múltiples servicios, y en la
confidencialidad de los datos, si la red llegara a verse
comprometida. Para atacar estos problemas, se jun-
taron tecnologías de última generación como OAuth2
y TLS, entre otras, junto a una metodología arquitec-
tural de microservicios de acoplamiento ligero, para
generar una arquitectura IoT segura y de amplio al-
cance, respaldada y validada por una implementación
de referencia. La división en capas funcionales per-
mite que tanto los dispositivos y sensores fijos como
aquellos móviles, puedan acoplarse al sistema de ma-
nera transparente y fluida. El esquema de seguridad
estructurado en tres niveles incrementales permite
que cada equipo pueda integrarse al que mejor se
adapte tanto a sus recursos computacionales como
al tipo de información que debe entregar o consumir.
Los resultados muestran la flexibilidad de la solución
y la solidez del esquema de seguridad presentado.

Keywords: IoT, microservices, software architecture,
systems security, TLS, OAuth.

Palabras clave: IoT, microservicios, arquitectura
de software, seguridad de sistemas, TLS, OAuth
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1. Introduction

The Internet of Things (IoT) is a technology that is
strongly getting in real life of people. All environments
are involved, namely urban, industrial, office or home.
The interest generated and the speed of adoption of
the technology have produced certain disorder and
informality in the process. Consequently, important
elements were put aside, with the security being one
of the most relevant [1].

In principle, the security of IoT does not have to
be very distant from the security of a typical computer
network. However, in practice there are specific diffi-
culties associated to the environment that further com-
plicate the security problem. Many devices for IoT are
computationally limited, which hinders using various
known robust security mechanisms. The great number
of devices that may be involved in an IoT network,
as well as the exponential increment in the number of
the interactions, aggravates the problem. The diversity
of equipment that are utilized, both in hardware and
software, complicates the possibility of generalizing the
proposed solutions [2]. There is a great variety of meth-
ods and tools that may be utilized to do the job [3]. In
this work, the intention was to utilize those techniques
that, as IoT, set trends and are successfully utilized
in other related fields. Among these techniques, the
most promising ones were the microservices [4] and
OAuth2 [5], which, together with techniques and tech-
nologies perhaps a little more traditional but equally
successful such as TLS [6] and MQTT [7], provided an
appropriate structured environment.

The general objective was to provide the world
of IoT with an alternative architecture that is secure
and adapted to the new technological trends, which
may be utilized in a generic way in multiple situations.
More specifically, special relevance was first given to
generating an alternative for smart homes, and for this
reason the methodology promotes the clear division
of functionalities but caring for the fluid integration
and the availability of tools for creating new utilities.
Second, among the multiple existing security problems,
those related with the authentication of clients when
calling multiple services and with the confidentiality
during the transmission of information were tackled,
especially when the network is compromised. At last,
aware of the hardware restrictions of many devices,
especially sensors, work was carried out to propose an
architecture that considers a hierarchy of various levels
of security, enabling an interconnection adjusted to the
capabilities of various types of equipment, particularly
in environments with heterogeneous technologies.

1.1. Related work

In the ecosystem of IoT devices, these are largely in-
secure, since they are equipment of small size and

with low energy consumption; thus, they also have
limited computational resources. This latter condition
greatly affects when attempting to incorporate in them
complex security systems [8]. At the industrial level,
there are various entrepreneurships applying IoT, for
example, in intelligent transportation [9, 10] and in
agriculture [11]; however, one of the main current ob-
jectives related to home or office automation is the
connected living. This objective requires important
advances in the field of IoT, where it is necessary to
provide answers to problems related with the enor-
mous increment of devices that should interact [12].
A particular case of IoT is the one corresponding to
smart homes, since the implemented solutions are fre-
quently ad-hoc, by the users themselves, who often
attempt to minimize costs and efforts, which in general
results in a minimum and probably inexistent security
scheme [13].

The devices involved require interconnecting in a
many-to-many scheme. In order to ensure the informa-
tion exchange, it is necessary to implement a system for
administration of identities that scales appropriately.
In this sense, Ayed, Boujezza and Riabi [14] propose a
home system which combines EAP, OAuth and DTLS.
Also concerned about the administration of identities
and the access control, Fernández, Alonso, Marco and
Salvachúa [15] confirm the possibilities of OAuth and
propose an architecture compatible with services.

Bugeja, Jacobsson and Davidsson [16] analyze the
IoT security problem for home systems and remark
the importance of avoiding that sensors capture and
distribute, indiscriminately, home data. As an exam-
ple, they present the case of private conversations,
which should not be published. Among the possible ap-
proaches, they mention a service-oriented approach as
a viable alternative to balance between centralization
and distribution of the control; furthermore, the trend
in distributed software and applications seems gener-
ally directed to the use of microservices [17–19]. Delv-
ing deeper in this line, Díaz-Sánchez, Marín-López, Al-
menarez, Arias and Sherrat [20] highlight the benefits
that an architecture based on microservices, addition-
ally based on TLS/PKI, may have on IoT, by making
lighter the development and maintenance tasks, which
is beneficial for both providers and distributors and for
users, while simultaneously reinforcing the interconnec-
tion security. Case studies such as the one by Urien [21]
confirm in a practical manner the possibilities of these
techniques.

Although SSL/TLS is the preferred security and
encryption mechanism in most of the related works,
it is very interesting the proposal of Hoz et al. [22]
when analyzing the complications that there may be
in IoT with TLS at a practical level. Then, such work
analyzes the possibilities of using SSH and highlights
the advantages provided by the data compression in-
cluded in such protocol, which shows to be especially
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beneficial when working on HTTP.

Khan, Anwar, Azam, Samea and Shinwari [23]
contribute to the IoT environment with an approach
administered by models, and precisely propose an
OAuth oriented model with a strong UML inclina-
tion. Through transformations, this proposal might be
adapted to a specific architecture, offering the possibil-
ity of being customized to the required environment.
Another interesting proposal of architecture and secu-
rity is the one presented by Kim, Wasicek, Mehne and
Lee [24], where rather than a traditional mechanism
such as the one presented by SSL certification authori-
ties, it would be used an approach to local certification
authorities who more frequently, but also in a lighter
process, would authenticate the IoT equipment. The
proposal by Pahl and Donini [25] may be considered a
middle point between the two proposals just reviewed,
which uses traditional certificates, but with authenti-
cation nearby, rather at the nodes level; they highlight
that this mechanism might be complemented with any
one of authorization, such as OAuth or similar.

Sciancalepore, Piro, Caldarola, Boggia and Bianchi
[26] emphasize on OAuth, but especially with the fea-
ture of concentrating their security architecture in the
gateway equipment, which houses the base station or
sink node, which is in charge of the heavy procedure
of authenticating, authorizing and establishing links
between clients and resources. This approach is very
relevant when it is considered the susceptibility of the
edge computing equipment [27], through which a whole
IoT system may be compromised. One of the security
high points in edge IoT systems is often the one re-
lated to the use of MQTT (or similar protocols), and
consequently various works such as the one by Singh,
Rajan, Shivraj and Balamuralidhar [28] propose im-
provements on such protocol.

2. Materials and methods

For this work it was mainly considered that within the
IoT ecosystem it is necessary to segment the location,
range and access of the equipment involved in two
layers: local or edge and centralized.

In the local layer, schematically represented in Fig-
ure 1, there are those elements that will be invariably
installed in the smart household or office, as it is the
case of sensors, actuators, edge processors such as
gateways and brokers, and user mobile devices.

Figure 1. Components in the local or edge layer of the
IoT system

The sensors are the equipment capable of captur-
ing physical phenomena, virtual events or periodic
signals. Those sensors with the necessary capability
may communicate directly with the central broker;
otherwise they will interact with equipment in the
edge processing subsystem. The sensors will be static,
when emitting a constant signal that in general would
be used by mobile equipment moving around the en-
vironment as Bluetooth beacons for positioning. The
dynamic sensors will capture measurements from the
environment, which will vary depending on the environ-
mental conditions, such as luminescence, temperature,
humidity, among others.

The actuators will enable the interaction with hard-
ware or software, generating events or actions. They
will receive instructions either directly from the broker,
or from a preprocessor when necessary. They may be
local, located in the smart environment, such as light
or temperature controllers; they may also be remote
such as those capable of sending instructions, proba-
bly through the network, for a distant equipment, but
controlled from the smart household or office, such as
when it is necessary to send an SMS, mail or tweet.

At last, this layer considers the preprocessing equip-
ment, which may be also called processors or edge
brokers. They capture raw information coming from
the sensors, to resend it to the central broker or to the
actuator when the sensor is not capable. The informa-
tion could be sent as received by the sensor or could be
preprocessed and send the result. This equipment may
be Raspberry Pi or small computers such as tablets.

In the centralized layer, shown in Figure 2, it is
considered the equipment in charge of the general coor-
dination of all the components, and it is considered that
three subsystems are necessary: administration, pro-
cessing and persistence. These subsystems are linked
with each other and also with the edge layer through
a centralized broker.
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Figure 2. Components in the centralized layer of the IoT
system

The administration subsystem defines the parame-
ters, and the configuration of the system presents the
web interfaces so that administrative users interact
with the whole system. In the case that the central
processing is performed with various equipment, it also
manages the resulting cluster. Then, a main part in
this subsystem is the monitoring, which will enable all
type of users to review relevant information, preferably
by means of dashboards and statistical charts.

For all heavy information processing, the corre-
sponding subsystem takes the data collected from the
broker and process them as defined by the applications
or specific requirements of the IoT system. In general,
the processing will be divided depending, mainly, on
the urgency of the processing, in: real-time, which pro-
cesses the data in a continuous flow, as they arrive from
the sensors; in memory, which collects the information
in the cluster memory, depending on the needs, and
process it in small batches; and batch, which generally
interacts with the storage system, for those processings
where the amount of data is larger than the capacity
of the living memory of the system.

The information generated by the IoT system is
directed to the persistence module, which safeguards
the data for further use either in model development
or in the generation of reports. Various alternatives
should be considered, depending on the size of the
information and the way it will be accessed. At least
it is necessary to consider an HDFS support, one of
database both SQL and NoSQL, and in case that the
system evolution requires it, a support in the cloud.

At last, the whole system, and more specifically
the edge and centralized layers, should connect to each
other and exchange information, which is achieved by
means of a central broker, in charge of handling all
the message queues thus reducing the complexity of
the interactions.

3. Results

The resulting architecture design mainly considered
the need of ensuring the exchange of information of
all system components, always seeking to guarantee
the speed of calculation. These elements require to rec-

oncile characteristics that are often incompatible. For
example, more robust cryptography systems may re-
quire more computational power than the one provided
by many light devices, such as sensors.

The final architecture designed, implemented and
tested, is the one sketched in Figure 3, which will be
described in detail in the following. First, the compo-
nents involved are pointed out, and then the security
functionality is presented in a general way.

Figure 3. Secure architecture

3.1. Components

This section will attempt to define in a general way
the types of components or equipment involved in the
architecture proposed in Figure 3, which basically con-
sists of the elements in charge of the registry services
(Registry), the equipment providing authentication ser-
vices for clients and users (UAA) and then, in a broad
manner, all equipment providing general services, as
well as all client equipment (Services and Clients). Al-
though for simplicity reference will only be made to
the components in singular, the architecture considers
that, for each category or type of component, especially
the services, these can work in clusters.

3.1.1. Registry services (REG)

The main task of the REG is to enable the services
to register by means of IP and alias (service name),
and make them available to the clients, which will
connect to the REG to request information with which
they will finally connect to the services of interest.
The REG also provides a load balancing service, when
detecting that a service is registered in cluster (various
equipment with the same service).

The first contact point for all remaining compo-
nents of the system, whether they are services or clients,
is the REG, which requires a static IP; however, all
the remaining components of the system may work
with dynamic IPs, by means of a DNS.
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3.1.2. Authentication services (UAA)

The initials UAA stand for User Authentication and
Authorization. Within the proposed architecture, it
basically provides the authentication service, which
works under OAuth2. The UAA stores the data of all
clients in the system, including their roles; with this
information the UAA user services may also authorize
or not the use of certain elements. Any component may
connect with the UAA for requesting an access token,
by means of client credentials (user and password).
In a similar manner, any component of the system
may request to the UAA the validation of the token
received by a third party.

3.1.3. Generic services (SRV) and client equip-
ment (CLI)

The last category of components gathers all other ser-
vices and all clients. In general, these components will
interact with each other after being registered/authen-
ticated in the system with the help of the REG and
the UAA. The services may be very diverse, and it
is in the hands of the system administrator to decide
which will be required. However, in the proposed IoT
architecture, some are fundamental, and for this reason
they have been implemented in the test system and
will be mentioned in the following.

To enable interconnectivity and, at the same time,
reduce its complexity, it was implemented a messaging
service, which in the methodology is represented by the
central broker (Figures 1 and 2). The broker is capable
of receiving and distributing all messages circulating
in the system, and it basically enables that in general
all services and clients may establish a unique connec-
tion with the broker, to deposit messages and retrieve
them from one or more queues. This broker may work
with any communication protocol, or a combination
of them. However, since in the IoT world, at least at
present, the most widely used protocol is the Message
Queuing Telemetry Transport (MQTT), it is the one
that is used in the implementation presented here.

Other service implemented for testing the concept
of the architecture is the one related to the persistence,
as a necessary support to further implement batch pro-
cessing. For this it was implemented a transit service
that takes the information from the broker and trans-
fers it to a Hadoop cluster [29], where different types
of tools from such ecosystem may be used for informa-
tion treatment. One of the cases that was worked here,
given the nature of the IoT information, especially the
one coming from the sensors, was the one of time series.
For this purpose, two data series services were built,
thus providing graphing and trend analysis, among
others.

With respect to the clients, all sensors are consid-
ered here, which deliver information to the system, the

actuators, which react with the environment thanks to
the information of the system, and all those devices,
mobile or desktop, that enable the user to enter to
configure the system, collect processed information, or
even also acting as sensors and actuators. For example,
a mobile device may deliver information about the
activity of the user or automatically send tweets.

3.2. Security schemes

The system security architecture consists of three fun-
damental scenarios: basic scheme, to which all elements
should stick to in their transactions, unless it is speci-
fied otherwise; light scheme, generally used only when
starting a work process in the system; strengthened
scheme, for trusting relationships between services.

3.2.1. Basic scheme

This is the scheme that the components of the system
will use in their transactions by default. This scheme is
represented in Figure 3 by the dotted line that encom-
passes the system and uses a combination of one-way
TLS plus OAuth2. All services should provide its pub-
lic key infrastructure (PKI) certificate to the clients,
who could thus validate it with the certification au-
thority (CA). Similarly, all clients should provide an
OAuth access token to the services so that they can
validate it with the authentication service.

In the proposed scheme, the use of the TLS is es-
pecially necessary to be able to encrypt the content of
the information being transmitted. It is only utilized
on the side of the services to limit as much as possible
the overload that may occur, especially, at the adminis-
tration level (but also at the resources and processing
levels), use it in all components. The security gap
that appears is compensated with the use of OAuth2,
through which the clients are, in turn, validated by
the services.

3.2.2. Light scheme

This is a scheme that may be considered insecure, and
for this reason it is only provided for those cases where
an access token may not be yet obtained, or when it
is considered redundant to request it.

Now, two cases exist in the working environment
that implement this scheme. When the components
enter the system to be able to start their transactions,
it is in general necessary to have the OAuth token,
but since the IP address of the UAA server may have
changed, the first step is to contact the REG to request
the updated IP address. For this connection the client
does not yet have the token, and for this reason it is
not possible to work with the basic scheme. The second
implementation of this scheme was applied to avoid
unnecessary redundant connections and occurs when
the service receives the token and should validate it
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with the UAA. Since the service was already initially
validated with the UAA, is it prevented to duplicate
this step.

It is for this type of cases that the light scheme
comes into play. The service provides its PKI with
which the communication is encrypted, but the client
is not obliged to validate it (although it is recom-
mended to do so), the service provides an access point
«insecure» for the client, who does not require the
token. This is the scheme provided by REG exclusively
to be able to deliver the data of the UAA.

3.2.3. Strengthened scheme

Similar to the problem worked with in the light scheme,
sometimes two services require to interconnect, but at
least one of them (who acts as client) is not capable of
obtaining its access token. Since this is about services,
it is not convenient to open an insecure channel as it is
done in the light scheme. Then, to maintain the secu-
rity standard it was decided to implement a two-way
TLS scheme, which is possible without incurring in
much overload, since as they are services, they anyway
have their PKI. In addition, in general the services will
be run in equipment with larger processing capacity.

This implementation also requires a dedicated chan-
nel to be able to execute this type of validation, and
the example is given by the communication between
the REG and the UAA. The UAA is the one that
provides the access tokens, and therefore it should
validate itself which would generate a security hole.
Then, the REG opens a dedicated channel so that at
any moment a UAA service may register that way. As
the UAA connects with the REG, they exchange their
corresponding PKIs, validating each other by TLS,
without reducing the security standard of the system.

3.3. Functionality

Referring again to Figure 3, the dotted line represents
the scope of the basic security scheme, which encom-
passes the whole system. Numbers 1, 2 and 3 may
be seen inside, enclosed in circles, which indicate the
recommended starting sequence to guarantee the flu-
ency of the service. In practice, at least the services
have in their base library the functionality to retry
the connection when this starting sequence is not fol-
lowed. However, this may be susceptible to unnecessary
delays.

First the registry server REG is started, which
will provide a central access point for acquiring the
contact information for the other services: all services
will register in the REG their corresponding IP and
alias (name of service) and all clients will look for here,
by alias, the IP of the required service to be able to
connect to it. REG offers three access points, each
of which should handle a different security mode: the

first, light, enables any client to obtain the UAA IP
without additional security; the second mode, strength-
ened, enables the connection of the UAA by means of
a two-way TLS; the last, basic, which requires OAuth2,
enables clients to request information about services,
and services to register their contact information.

Second, an authentication server (UAA) is started,
which will provide OAuth2 credentials to the clients.
A reinforced security mechanism is used between the
UAA and the REG, with two-way TLS validation.
The UAA connects with the REG, as well as with
any other service, to deliver its IP and alias and thus
being available for the whole system. Once these two
services, REG and UAA, are online, all the remaining
components, services and clients may start their work.

Then, at last, as point 3, any other component,
either service or client, will proceed as follows: first,
using the light security scheme, they will connect with
the REG to request the IP address of the UAA; they
establish the connection with the UAA and request the
access token, using their client credentials. With the
access token at hand the basic security scheme may be
already utilized and, in the case of services, they will
register with the REG, delivering IP and alias, and be
ready to wait for the requests of the clients, or act as a
client of another service, as necessary. In the case of a
client, the next step is using a service, where the basic
security scheme will be applied; it is connected to the
REG and by means of an alias it requests the IP of
the service of interest, to further connect with such
service. The last action becomes that of the services
that receive a request from a client, since in this case
they should, by means of the light scheme, connect
to the UAA and request the validation of the access
token, with which they can serve the request of the
client.

3.4. Implementation and tests

The implementation decision was mainly that each
of the components may be run in a variety of equip-
ment with the lowest interdependency, for which it
was proceeded to work in a microservices architecture
that enables their deployment either as independent
processes, or within a container structure, such as
Docker [30]. For desktop services and clients, it was
used Java with Spring Boot in general. For the central
messaging service, it was decided to work using the
MQTT protocol, and for the development of the broker
the Moquette library [31] was taken as base, which
was modified mainly for adding support for OAuth2.
For the persistence services an HDFS cluster [32] was
used as base in the local network, and time series ser-
vices were built on it which, according to the current
interests of the project, were the more appropriate to
process data coming from the sensors. It was interacted
with OpenTSDB [33] and Prometheus [34].
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Regarding clients, it was decided to construct
generic libraries for different types of systems, which
ease the process of developing specific applications. A
Java client library was developed, one for Android mo-
bile devices, one for Arduino MKR [35] and another for
ESP32 [36], the last three based on Eclipse Paho [37].
The Arduino libraries were exclusively oriented for
their use in controllers of sensors and actuators.

The tests of the system were carried out in a con-
trolled office environment. The main equipment was an
RPi 3B+ which acted as a Wi-Fi Gateway, providing
the DNS and NTP services, among others. Controllers
MKR 1010 and ESP32 were simultaneously used, which
permanently received information from temperature,
humidity and noise sensors, such as the DHT11 and
the KY038 [38]. The RPi3B+ also housed the REG,
and UAA services and the MQTT messaging broker.
The persistence services on HDFS, as well as those of
the TSDB were installed in Linux on an i5-4210U with
8 GB of RAM memory. In this last equipment generic
services were also installed for sending and receiving
messages, with which it was verified the fluency of the
interaction. A N9005 was used as mobile client, which
had two functionalities: bobo sensor, sending a great
quantity of random numbers to the system, and light
actuator, notifying every time that the measurements
of the real sensors exceeded particular levels parame-
terized in the app. Figure 4 presents one of the setups
of the test system.

In the experimentation relative to the security tests,
it was decided to suppose that a possible attacker was
already connected to the local network and was po-
tentially in the capacity of making any request and
capturing all the traffic. In the first test, Zap was used
to perform a scanning both active and passive, and
it was verified that the security was maintained (en-
crypted traffic), except in the case (documented in the
architecture) of the light scheme.

Figure 4. Setup for tests: from left to right it is observed
a cluster of 3 Raspberry Pi running all services on Docker;
an ESP8266 monitoring the level of noise with an KY038;
an MKR1010 monitoring ambient temperature with an
DHT11; an N9005 injecting random messages, and a lap-
top monitoring all services.

Then, Wireshark was used for a manual verification,
analyzing the packets by type of connection or scheme,
and it was again validated, as expected, that, except
for the light scheme, all traffic was kept encrypted, as
shown in Figure 5.

Figure 5. Run and traces: from top to bottom, first, a
client sends three simple text messages; then the receiver
obtains the messages and, at last, the Wireshark trace cap-
tures the packages and verifies that, during transit, they
are encrypted.
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4. Discussion

The process of including complex security schemes in
light IoT devices, is not trivial as stated by Khan and
Salah [8], and this work coincides with this statement.
Two remarkable cases were that managing the TLS
with self-generated certificates for MKR 1010 require
regenerating all the firmware to include the CA, and
it was not possible to carry this out in ESP8266 con-
trollers due to the unavailability, in practice, of open-
source libraries sufficiently complete to guarantee the
expected security level.

In general, the adopted approach retakes the warn-
ings made by Lin and Bergmann [13], and attempts
to provide a sufficiently complete system so that with
minimum technical support it could be implemented
at home, and then directly administered by the user.

Clearly, this exhibits limitations given by the great
variety of types of users that may want to be included
in the IoT. However, the tests carried out indicate that
the heart of the prototype would enable providing this,
if it is possible to include some features in the user
interface, equipment and installers.

This work confirms what was presented by Ayed
et al., [14] and by Fernández et al., [15] regarding the
problem of scaling identities and the benefit that may
be obtained both with OAuth and with a services ap-
proach. Delegating the authentication to a single point,
further trusting in temporary credentials, as enabled
by OAuth2, maintains a light infrastructure of identi-
ties, while the distribution in services provides a great
easiness when replicating and redounding services in a
cluster when the work load of the system requires it.
It is just this services/microservices approach which
enables that working with TLS is not too demanding
at the level of maintenance, as highlighted by Díaz-
Sánchez et al. [20].

This proposal acknowledges the importance that
should be given to the edge equipment at the security
level, and following the line of Shapsough et al. [27]
and of Sciancalepore et al. [26], it especially reinforces
the gateway equipment to further enable implementing
improvements in the MQTT protocol, similar to what
was made by Singh et al. [28] but mainly including the
use of OAuth2 and TLS.

5. Conclusions

This work was motivated by a current urgent need:
to secure the IoT systems, especially those linked to
a home environment, and making it without under-
mining the freedom of access of the user to collect
information and to modify the configuration of the sys-
tem. As it was seen, this need comes from the relative
informality of the IoT, among other things, especially
in the environment of a smart home.

It started with a methodological conception that
stratifies the environment in layers: the one more
closely related with the interaction with the space
through the collection of information and execution of
actions to modify the microenvironment, and the layer
of centralized processing and analysis of information.
Both layers were interrelated with a centralized con-
nection that unifies them also maintaining their light
coupling.

This methodology was oriented to enable an im-
plementation based on microservices, where, besides
avoiding to the extent possible any type of monolithic
structure, it was provided a group of services and li-
braries for clients which ease to a large extent the
generation of new utilities and components. The tests
carried out with the services, clients and sensors gen-
erated under this infrastructure enabled confirming
both the solidity and the relative easiness of use of the
components.

The main point, the security, although it was not
the easiest to implement, after debugging the three
schemes defined for the different types of connection, it
demonstrated being a robust choice, which withstood
the illicit access tests. However, it is worth indicating
that a methodical testing scheme specific for the field
is still pending to be designed and applied, which will
be considered in future works. Nevertheless, it may
be stated that combining TLS, OAuth2 and MQTT
produced the expected results to a large extent.

As main contributions it could be mentioned the
implementation of a solid secure IoT architecture for
households; the stable and fluent combination of at
least three high level technologies for handling security
and an implementation of functional reference that
can be made publicly available for free use.
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Abstract Resumen
Databases are usually the main targets of an attack,
specifically for the information that they store, since,
according to Druker, information is power. In this
work vulnerability tests are performed of the database
of an ERP software developed in APEX 5. For this
purpose, FOSS tools are used to test and analyze
vulnerabilities of databases, identifying that sessions
used by ERP based on Oracle APEX are carried
out randomly, and besides are generated again at
particular times. It is therefore concluded that, with
the tests applied and the updates of SQLMAP to
the date of the experiment, it has not been possible
to vulnerate the ERP software with SQL injection
techniques.

Las bases de datos son usualmente los principales
objetivos de un ataque, específicamente por la infor-
mación que en ella reside, ya que, de acuerdo con
Druker, la información es poder. En este trabajo se
realizan las pruebas de vulnerabilidad de la base de
datos de un software ERP desarrollado en APEX 5.
Para ello, se utilizan herramientas FOSS de prueba y
análisis de vulnerabilidades de bases de datos, identi-
ficando que las sesiones que utiliza ERP basada en
Oracle APEX son realizadas de manera aleatoria y
que, además, son nuevamente generadas en determi-
nados momentos. Se concluye que, con las pruebas
aplicadas y las actualizaciones de SQLMAP a la fecha
del experimento, no se ha conseguido vulnerar el soft-
ware ERP con técnicas de inyección SQL.

Keywords: APEX, Data protection, Information sys-
tems evaluation, SQL Injection.

Palabras clave: APEX, evaluación a sistemas de
información, inyección SQL, protección de datos
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1. Introduction

Various experts in information security agree that
cyber-attacks are increasingly recurrent, and usually
target web systems, thus altering or putting on risk per-
sonal information [1], especially to web applications [2]
, due to their complexity, extension, high personal-
ization and because they are usually developed by
programmers with little experience in security [3].

It cannot be denied that, in this society of informa-
tion and knowledge, databases contain the gold mine,
which becomes one of the most important strategic
elements of the organization, because from its analysis
and interpretation at the right time it is possible to
project strategies to stay ahead of opportunities and
foresee threats according to the role of the organization
in the society.

The protection of the information started to make
sense when the first computer viruses appeared: they
altered or erased user information, often with the pur-
pose of demonstrating the destructing and creative
capacity of the designer of the malware used to under-
take the attack. The computing context was simpler,
there was no intercommunication between organiza-
tions and systems were limited to operate in a cen-
tralized manner [4]. However, as a result of the boom
of opportunities generated by the appearance of the
Internet, attackers now see data in a different manner.
Damaging or eliminating them does not make sense,
data theft, copy or seizure are aspects that become
the new targets.

Ojagbule et al. [5] mention that, today, there are
more than one billion websites, and that many of them
are developed by content managers such as Drupal,
Joomla or WordPress, and that, according to Moham-
madi y Namadchian [6], they contain important data.

According to Ojagbule et al. [5] and Kruegel et
al. [6], due to the existence of a large number of sites,
there is also a large number of databases subject to vul-
nerabilities and risks. Thereof it appears a technique
known as SQL injection (SQLIA, Structured Query
Language Injection Attack), which according to Santin,
Oliveira and Lago [7] citing [8] and [9], is a technique
where an attacker explores vulnerabilities that enable
altering the SQL commands in an application, which
is known as one of the vulnerabilities that generate
greater impact in the organization.

Nofal and Amber [9] add that this technique usually
does not have predictable or specific patterns, which
becomes an important problem for researchers and
developers. Badaruddin [10] concludes that the SQL
injection technique is the second most common error
found in web servers in Internet, with around 44.11 %.

With the purpose of discovering security failures
regarding SQL injection vulnerabilities, in this work
it is carried out an evaluation using SQLMAP of an
Oracle database that stores information of the UDA-

ERP system developed by the Universidad del Azuay
on APEX 5. This paper is divided in the following
sections: i) state of the art, where some concepts are
established, as well as related works; ii) the method-
ology applied for obtaining the results, detailing the
configurations made in the laboratory test equipment;
iii) the results obtained after executing the tool; iv)
the discussion about the results obtained and v) the
conclusions and future works.

1.1. The SQL injection

According to OWASP, the SQL injection is one of the
ten most dangerous and popular vulnerabilities that
may appear in web environments [11], which in general
are difficult to protect due to their high personalization,
complexity, scale [3], technology and development by
programmers with little experience in security [3] [12],
causing serious damages to the businesses of the vic-
tims [13]. In addition to this, Setiawan and Setiyadi [14]
state that, in a computer networks context, any exist-
ing data in a computer connected to another computer
becomes insecure.

Authors Santin, Oliveira and Lago [7] citing [15]
state that there are no solutions that guarantee or
resolve all vulnerabilities which occur at the hardware
and software levels, statement also supported by Se-
tiawan [14]. They also add that, since many elements
are not constantly updated, they are more prone to
cyber-attacks. On the other hand, Kals et al. [12] state
that there are multiple vulnerabilities to the security
of web applications, as a result of generic problems
of input validation. In addition, vulnerabilities may
be kept secret or reported by manufacturers, either
publicly or privately [16].

An SQL injection attack may be basically repre-
sented as indicated in Figure 1.

Figure 1. SQL injection process

Another way of representing the sequence of at-
tacks is the one proposed by AVI Networks [17], which
is presented in Figure 2.

Figure 2. SQL Injection attack sequence. Source [17]
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According to Charania and Vyas [18], the SQL in-
jection attack techniques may be classified as follows:

i) Tautologies, a type of attack that uses condi-
tional queries and inserts SQL tokens in them,
demonstrating to be always true.

ii) Illegal or logically incorrect queries, where the
attackers use the error messages of the databases
to find vulnerabilities in the applications.

iii) Queries with UNION, where the attackers inject
infected queries over secure queries using the
UNION operator and, therefore, recover infor-
mation from the database.

iv) Queries with support or Piggy-backed: the at-
tackers attach delimiters such as “;” to the origi-
nal query and run them simultaneously, with the
first being legitimate and the remaining false,
but returning valuable information.

v) Stored procedures, a subset of precompiled
queries, depending on which they are there will
be different forms of attack.

vi) Blind injection, in which the developers hide er-
ror messages that may be useful for attackers
to plan and execute an SQLIA attack. In this
situation the attacker finds a static page, where
true and false questions are made using SQL
commands until the objective is attained.

vii) Timed attacks, which enable the attacker to ob-
serve the time required to execute a query. The
attacker generates a big query using if-else sen-
tences and, in this way, measures the amount of
time spent by the page to load and determine if
the injected sentence is true.

viii) Alternative coding, where ASCII and Unicode
coding enable to evade the filter which scans
“special characters” [19].

An evaluation of vulnerabilities by SQL injection
may be undertaken with the use of technological tools

for such purpose. Novaski [20] suggests the use of
FOSS tools, of which 14 are proposed to be used:
Arachni, Beef, Htcap, IronWASP, Metasploit, Skipfish,
SQLMap, Vega, W3af, Wapiti, Wfuzz, XSSer, Xenotix
and ZAP.

From this work it adds that only the tools Iron-
WASP, Vega, ZAP and SQLMap detected the vul-
nerability of SQL injection, while the reflected XSS
vulnerability was only detected by the tools ZAP and
Xenotix.

It is indicated in their work that it was only possi-
ble to conduct a complete intrusion test in the SQL
injection vulnerability, and it was necessary to apply
three different tools for carrying out such test: i) wapiti-
getcookie, to obtain the session identifier; ii) Htcap
to obtain points of input; and SQLMap to detect and
explore the vulnerability.

Among the related works there are the ones shown
in Table 1. This work, as opposed to those cited works,
focus on testing security aspects in an application
developed in Oracle APEX 5.

It is clear that, despite the time elapsed from the
first time that the SQL injection attack appeared two
decades ago [21], both the injection and the evasion
and mitigation techniques are numerous. Information
technologies are increasingly common in our environ-
ment and have notably affected our lifestyle because
every time that the use and reliability of computers
and computer systems increase, the threat on sensitive
data also increases.

SQL injection vulnerabilities in web applications
are surprisingly vast and are definitely a big threat for
the security of the personal data stored in the web [21].

In practice, Cetin et al. [22] demonstrate that a
GitHub automatic analysis shows that 15.7 % of the
120412 Java source files published contain code vulner-
able to SQL identifier injection attacks (SQL-IDIA),
also pointing out that, after a manual revision, they
proved that 18939 Java files identified during the au-
tomatic analysis are vulnerable to this type of attacks.

Puneet [23] classifies SQL injection in two types: i)
classic SQL injection and ii) advanced SQL injection.
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Table 1. Works related with the use of SQLMap

Id. Autors Topic Year Objective

1

SQL Injection

2020

Attacks Conduct a work to detect and
Nofal D.E. Detection and prevent SQL injection attacks,
Amer A. A. [9] Prevention applying a fuzzy logic inference

Based on Neuro- system.
Fuzzy
Technique

2

Vulnerability

2018

Compare the vulnerabilities of SQL
O. Ojagbule Analysis of injection in the three most widely
H. Wimmer Content used content managers, considering
R. Haddad [24] Management the Nikto and SQLMap tools for

Systems to SQL such purpose.
Injection Using

3

Uso da Focus on describing the main risks
ferramenta to which web applications are

F. Santin SQLMap para 2017 subject, related to the SQL
J. A. Oliveira V. detecção de injection. They use the SQLMap
Lago Machado [7] vulnerabilidades tool for such purpose.

de SQL
Injection

4

Técnicas de

2017

Propose a technique for hacking
Badaruddin Bin Halib, pirateo de web servers using SQLMap in Kali
Edy Budiman, Hario servidores web Linux.
Jati Setyadi [10] con SQLMap en

Kali Linux

5 S. D. Axinte [25]

SQL injection

2014

The author conducts an analytical
Testing in Web analysis of the SQL injection
Applications technique, and presents methods,
Using SQLMap tools and prevention actions.

6

Vulnerabilidad

2014

de ambientes Analyzes the security aspects of
Barinas, Alarcón, virtuales de virtual learning environments,
Callejas [1] aprendizaje security and vulnerability analysis

utilizando tools.
SQLMap, RIPS,
W3AF y Nessus*

7

SQL Injection

2015

Propose attack and mitigation
A. Tajpour, Detection and techniques against SQL injection
S. Ibrahim, Prevention attacks, comparing various types of
M. Masrom [26] Techniques them.

1.1.1. Classic SQL injection

The basic injection techniques, suggested by [23] are
summarized as follows:

a) Piggy Backed Queries

The intention of the attack is primarily the denial
of service. The database receives multiple queries in
which, during the execution, the normal query operates

as in a normal case, while the second query adheres
to the first to attain the attack. An example of this
attack may be the following:

select cliente from cuentas where
login_id = “admin” AND pass = ‘123’;
DELETE FROM accounts WHERE
ClienteNombre = ’Francisco’;
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After the execution of the first query, the inter-
preter detects the semicolon “;” and executes the sec-
ond query together with the first, eliminating all the
data of the client “Francisco”. This type of malicious
data may be protected by first determining the correct
SQL query by means of the appropriate validation or
using appropriate detection techniques, as it is the
static analysis, which does not need the supervision of
the run time.

b) Stored procedure

The intention of attack is summarized as escape au-
thentication and denial of service. Mistakenly, IT
professionals think that the stored SQL procedures
are a remedy for the SQL injection [17], since they
are placed in front of the databases and the security
characteristics are not directly applicable. The stored
procedures do not use standard structured query lan-
guage, they use their own script languages that do not
have the same vulnerability as SQL, but keep other
diverse vulnerabilities related with the scripting lan-
guage. For example, it may be indicated the following:

CREATE PROCEDURE Info_usuario @usuario
varchar2 @password varchar2 @idcliente
int AS BEGIN EXEC(‘Select info_cliente
from tabla_cliente where username=’
”+@usuario ” ’ and pass = ’
”+@password ” ’ GO

Any malicious user may enter malicious data in
the username and password fields. A simple entered
command may destroy the whole database or cause a
denial of service. In this way, [23] suggests that critical
information is not collected in the stored procedures.

c) Union query

It is a type of attack that uses the union operator (U)
while inserting the SQL query. The two SQL queries,
normal and harmful, are joined together using this
operator. The example shows how it is proceeded,
visualizing that the second query is malicious and the
following text (-) is not taken into account, since it is
converted to a comment by the SQL Analyzer.

select * from cuentas where id=’212’
UNION select * from factura where
usuario=’admin’–’ and password=’pass’

1.1.2. d) Alternative coding

With respect to this type of attack, the attacker
changes the SQL injection pattern so that it is not
detected by common detection and prevention tech-
niques. In this method, the attacker uses hexadecimal,

Unicode, octal and ASCII code representation in the
SQL instruction, to avoid being detected due to the
use of coded chains.

1.1.3. Advanced SQL injection

The advanced SQL injection techniques suggested
by [23], are summarized as follows:

a) Deep Blind SQL Injection Attack

In a great number of web applications the visualiza-
tion of mysql errors or another SQL is disabled. In
this attack, the information is inferred by means of
true/false questions. If the injection point is absolutely
blind, then the only way to attack is through the use
of the WAIT FOR DELAY or BENCHMARK [23]
command.

b) Fast flux SQL Injection Attack

The objective of the attack is the extraction of data
or the identity theft through phishing. A host that
carries out phishing may be easily detected by track-
ing its IP address or through the identification of its
domain name. However, according to [23] and [27], the
protection systems of many web hostings may suspend
the service due to the massive traffic generated, thus
cancelling out the criminal purposes. In this manner,
to avoid this problem, attackers apply technique of the
Fast Flux, which is a DNS technique to hide the phish-
ing and malware distribution sites behind a network
of constant change.

1.1.4. c) Compounded SQL injection attacks

It is a mix of two or more attack techniques, gener-
ating an effect greater than the indicated with the
previously described techniques. Compounded SQL
injection, as it is known in the dark world, derives from
the mix of the SQL attack and other web applications
attacks as, for example, the SQL injection attack + the
distributed denial of service (DDoS) attacks. Based
on what is exposed by [23] citing [28], the code to
perform this type of attack would be:

http://exploitable-web.com/link.php?id=1’
union select 1,2,tab1,4 from
(select decode(encode(convert
(compress(post)
using latin1),
des_encrypt
(concat(post,post,post,post),8)),
des_encrypt(sha1(concat(post,post,
post,post)),9))
as tab1 from table_1)a–
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Another way of combining an attack is mixing an
SQL injection with insufficient authentication. This
attack is exploitable when the parameters of security
have not been initialized where the application fails
when identifying the location of the user, the service or
the application. This enables the attacker to access to
privileged information without verifying the identity
of the user.

In this manner, this type of attack is relatively
simpler than with any other type of attack [23], where
the first step is locating a website that has insufficient
authentication.

2. Materials and methods

The purpose of the security analysis was to evaluate
the security of an application developed in Oracle
APEX, platform which es being developed in the UDA
ERP software of the Universidad del Azuay. With this
premise, it was configured a laboratory considering
the materials and methods which are described in the
following.

For the tests, it was considered the KALI suite and
it was utilized the SQLMap tool, which is based in
Free and Open Source, developed under a GNU GPLv2
license by Miroslav Stampar and Bernardo Damele,
considering that, according to Charania and Vyas [18],
SQLMap supports, among others, the Oracle database,
which is the one used by the UDA ERP software.

It also states that SQL support six injection tech-
niques: Boolean-based blind, time-based blind, error-
based, UNION query-based, out-of-band and stacked
queries.

The previously mentioned techniques take part in
the testing parameters which are included in SQLMap,
which are automatically applied. Using BurpSuite, the
capturing of session cookies is adjusted, applying the
configuration of a local proxy (127.0.0.1:8080) with
the purpose of capturing the POST requests, which
will be further used with SQLMap. Before executing
the tests, the dependencies and packages of the suite
were updated.

Acknowledging that SQLMap is a tool that enables
exploring database servers, for its use it is important
to point to the URL address that contains the SQL
script. The structure “sqlmap -u URL –[parameters]”
is the common sentence, where the -dbs parameter
will enable obtaining the database. After detecting the
vulnerability, it should be used the -D parameter and
the name of the database which will be analyzed. If
the result obtained is effective, the -tables parameter
will enable recovering all the tables from the specified
database.

With the purpose of identifying the vulnerabili-
ties, three tests were conducted, in each of which the
analysis was increased and aspects such as level of ag-

gressiveness in the tests, use of cookies of established
sessions and evasion to identification systems were
varied.

The first test consisted in listing the databases; in
the second, it was increased the degree of aggressive-
ness and the number of tests to obtain information
from the databases; and in the third attack it was
pretended to use a random agent evading the proxies
with the unique purpose of capturing a session cookie,
element which is used as the base for automatic tests,
in which a valid session of an active user is simulated.

3. Results

3.1. First test

The evaluation of vulnerabilities of the database by
executing the command root@kali: /sqlmap-dev#
python3 sqlmap.py -u –dbs, gave the result expressed
in Table 2, considering that the attack generated its
own cookie for evaluation: (’USUARIO=ORA_WWV-
cUs...UNNyk6flfB’). The tests starts at 13:03:52 on
2020-03-04 and ends at 13:04:22 /2020-03-04/

Table 2. Results of the first test

Test Description

Heuristic analysis
The heuristic analysis detected that the

target is protected by some type of
WAF/IPS.

URL Content

The ‘p’ parameter of the GET method
does not seem to be dynamic.

The basic heuristic tests conducted
indicate that the ‘p’ parameter is not

injectable.
SQL injection It is not vulnerable.

Reflective values found and filtered out.
It means that there are “reflective” values

Test ‘AND boolean-based blind- within the response that contains (parts
WHERE or HAVING clause’ of) the useful load. This is significantly

bad in some cases, especially in Boolean
injections.

3.2. Second test

In the second test it was executed the com-
mand with options: python3 sqlmap-dev/sqlmap.py
-u "http://172.16.1.87:8080/ords/f?p=502" –level=5
–risk=3 -dbs -a –tamper=between. The test starts at
12:30 on 2020-03-05 and ends at 15:18 on 2020-03-05.

With the parameters chosen the intensity of the
attack is increased, as well as the level and the number
of tests. The results are expressed in Table 3.
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Table 3. Results of the second test

Test Description

Heuristic analysis
The heuristic analysis detected that the

target is protected by some type of
WAF/IPS.

URL Content

The ‘p’ parameter of the GET method does
not seem to be dynamic.

The basic heuristic tests conducted indicate
that the ‘p’ parameter is not injectable.

SQL injection It is not vulnerable.
Reflective values found and filtered out.

Test ‘AND boolean- It means that there are “reflective” values
based blind – WHERE within the response that contains (parts of)
or HAVING clause’ the useful load. This is significantly bad in

some cases, especially in Boolean
injections.

The ‘p’ parameter of the GET method does
not seem to be dynamic.

The basic heuristic tests conducted indicate
that the ‘p’ parameter is not injectable.

The User-Agent parameter is not injectable.
Test UNION con consulta The ‘Referer’ parameter does not seem to
NULL y Método heurístico be dynamic.
con parámetro ’User-Agent’ In the heuristic analysis the ‘Referer’

parameter does not seem to be injectable.
The HOST parameter does not seem to be

dynamic.
In the heuristic analysis the ‘Host’

parameter does not seem to be injectable.

3.3. Third test

It is captured the cookie ORA_WWV-
W7Hhdq_v8DH8Oli2Fp4IsyM and it is proceeded
to use it while the application is active.

It is executed the command python3 sqlmap-
dev/sqlmap.py -u "http://172.16.1.87:8080/ords/f?p=
502:1:1347964822807:::::" –tables –cookie=ORA_WWV-
W7Hhdq_v8DH8Oli2Fp4IsyMR –random-agent –
ignore-proxy –level 5, including a random agent and
ignoring the proxies, because the latter is only used
with the purpose of capturing cookies, as well as in-
creasing the level of analysis to the maximum. The
module of identification of tables is added. The analy-
sis starts on 2020-03-16 at 12:21:44. Table 4 reflects
the results obtained.

4. Discussion

The attacks common to computer systems occur by
viruses, worms and human adversaries [3]. The detec-
tion of an attack by SQL injection may occur when
it is usual to check log verifications, access registers,
intrusion detection, among others [7], [15], to which
it is added the application of the principle of defense
in depth applying tools such as IDS or WAFs [3]. The
continuous evaluations to the applications that are
developed and their certifications, before passing to
production environments, become another fundamen-
tal practice, aspect which is usually omitted in the
organizations due to the attempt to publish as soon
as possible.

Table 4. Results of the third test

Test Description

Connection with the URL

The connection requests to redirect
to a new URL generated randomly.

This is not accepted since a
connection already established is

being used.
Heuristic analysis The WAF/IPS is evaded.

URL Content

The ‘p’ parameter of the GET
method does not seem to be dynamic.
The basic heuristic tests conducted
indicate that the ‘p’ parameter is

not injectable.
SQL injection It is not vulnerable.

Reflective values found and filtered
out.

Test ‘MySQL Boolean- It means that there are “reflective”
based blind – Parameter values within the response that
replace (MAKE_SET)’ contains (parts of) the useful load.

This is significantly bad in some
cases, especially in Boolean

injections.

The SQL injection is not a technique which is ap-
plied by pressing a button. Knowledge about SQL
language is required, Clarke [8] adds that the use of
tools to carry out this type of attacks is important,
because they enable to automate the attack. The com-
bination of tools enables obtaining more precise results.
In agreement with Satin et al. [7] and Ojagbule et al. [5],
the application of the SQLMap tool for the analysis
was chosen due to its popularity, availability and the
access to its diverse distributions, verifying that tools
based on FOSS enable getting results as interesting as
using paying instruments.

It has been evidenced that in the exploits database
(https://www.exploit-db.com), the last mechanism to
violate a system made in APEX was released on April
16th, 2009.

As opposed to the work conducted by Clarke (2009)
in which an application deliberately vulnerable (damn
vulnerable website) is used, developed in PHP with
the MySQL data engine whose objective is providing a
test platform to professionals that require testing their
levels of skills and knowledge.

The result of the ‘AND Boolean-based blind –
WHERE or HAVING clause’ test can be exemplified
in a static page, except with a small part where it
is reflected the value of the parameter tested (the
same where the SQLMap carries out the injection). In
case that such “reflective” content is not detected and
neutralized, there is a considerable potential that the
response appears as a change due to the useful loads
of SQL injection utilized (for example, AND 2>3).
Therefore, the risk of detecting false positives (or false
negatives in some cases) arises.

In the first execution, the tool ends with the ar-
gument that all the parameters evaluated do not
seem injectable, which suggests increasing the level
and the risk if it is desired to conduct more tests.
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If it is suspected of any type of protection mecha-
nism involved (for example, WAF), it could be used
the option ’–tamper’ (e.g. ’–tamper=space2comment’)
and/or change it by ’–random-agent’. The adjustment
in test 3 with the configuration of the LEVEL=5 pa-
rameter was necessary for SQLMap to carry out the
vulnerability test of cookies.

According to [21], the detection and prevention
becomes a difficult task if the concept of this type
of attacks is not appropriately understood. Carrying
out binary evaluations, as proposed by [29], might be
considered as a mitigation alternative, since it is an
extremely automated method that detects and blocks
SQL injection attacks in web applications.

When facing blind SQL injection attacks, the most
popular technique is AMNESIA (Analysis and Monitor-
ing for Neutralizing SQL-injection Attacks) [30], which
is a tool only applicable to protect applications based
on JAVA and which use monitoring in runtime [21].
This tool uses machine learning algorithms to provide
prevention and detection mechanisms of blind SQL
injection threats. Another prevention mechanism is
the pattern identification algorithm, proposed by Aho-
Corasick [31], which has two phases: i) a static phase
and ii) a dynamic phase.

According to [32], in the static phase the SQL
queries generated by the user are compared with a list
of patterns that contain a sample of the best-known at-
tack patterns. If the SQL sentence agrees exactly with
one of the patterns given in the list of static patterns,
it means that an SQL attack is being attempted.

Another alternative proposed by [31] citing [33] is
the SQLRand, where the basic idea is to generate SQL
sentences using random commands in which the query
template within the application may be randomized.
In this way, the SQL commands that are injected by
malicious users are not coded, because the proxy does
not recognize the commands injected, thus causing
that the attack is not carried out.

In addition, [31] mentioning [34] indicates that
there exists an additional method known as Query
Tokenization Method, in which a token is generated of
both the original query and the query with injection.
Then, the tokens resulting from this process are stored
in an array. The lengths of array obtained from the
original query and from the query with injection are
compared, and if there is a coincidence there is no
attempt of SQL injection, otherwise, it is an attack.

The proposal [35] is added to the list of mitigation
options, which consists in a grammar tree validation
approach, represented in a sentence. To grammatically
analyze a sentence requires knowledge of the grammar
of the language in which the sentence is written. In
such a way, when the attacker injects a malicious SQL
query, then the grammar tree of the original query and
of the query with injection do not coincide. In this
technique, the sentence in particular and the original

sentence are compared in runtime.
It is also important to indicate that secure coding

is crucial for the design of software and computing
systems, aspect which is omitted by developers [12]
largely due to the lack of knowledge of secure coding
standards, negligence and performance loss, to which
it is added usability situations [36].

5. Conclusions

One of the most notable features of Oracle APEX is
that of creating sessions with cookies and URL links to
the software with random data. The tests conducted
with the execution of the different options of the com-
mands indicated in this technique, did not enable to un-
dertake the software with the SQL injection technique
to a solution developed in this platform. Although a
cookie may be captured with Burp Suite, to decipher
it takes a considerable time. However, during that
time, Oracle APEX already dynamically generated a
new cookie, making an attack through this technique
basically impossible.

The contribution of this paper has been to evaluate
different SQL injection techniques to emphasize on
safe code overwriting, optimize the labels generated by
default, thus improving the level of security of an appli-
cation developed in Oracle APEX, without forgetting
that tests have been developed in a time span, without
exempting latent vulnerabilities that may appear on
day 0.
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9. Supports and acknowledgments (op-

tional): The Council Science Editors re-

commends the author (s) to specify the

source of funding for the research. Prio-

rity will be given to projects supported

by national and international competitive

projects.

10. The notes (optional): will go, only if

necessary, at the end of the article (before

the references). They must be manually

annotated, since the system of footnotes

or the end of Word is not recognized by

the layout systems. The numbers of notes

are placed in superscript, both in the text

and in the final note. The numbers of no-

tes are placed in superscript, both in the

text and in the final note. No notes are

allowed that collect simple bibliographic

citations (without comments), as these

should go in the references.

11. References: Bibliographical citations

should be reviewed in the form of referen-

ces to the text. Under no circumstances

should references mentioned in the text

not be included. Their number should be

sufficient to contextualize the theoretical

framework with current and important

criteria. They will be presented sequen-

tially in order of appearance, as appro-

priate following the format of the IEEE.

3.2. Guidelines for Bibliographical

references

Journal articles:

[1] J. Riess, J. J. Abbas, “Adaptive control of

cyclic movements as muscles fatigue using

functional neuromuscular stimulation”.

IEEE Trans. Neural Syst. Rehabil. Eng

vol. 9, pp.326–330, 2001. [Onine]. Availa-

ble: https://doi.org/10.1109/7333.948462

Books:

[1] G. O. Young, “Synthetic structure of in-

dustrial plastics” in Plastics, 2nd ed., vol.

3, J. Peters, Ed. New York: McGraw–Hill,

1964, pp. 15–64.

Technical reports:

[1] M. A. Brusberg and E. N. Clark, “Ins-

tallation, operation, and data evaluation

of an oblique–incidence ionosphere soun-

der system,” in “Radio Propagation Cha-

racteristics of the Washington–Honolulu

Path,” Stanford Res. Inst., Stanford, CA,

Contract NOBSR–87615, Final Rep., Feb.

1995, vol. 1

Articles presented in confeences (unpubished):

[1] Vázquez, Rolando, Presentación curso

“Realidad Virtual”. National Instruments.

Colombia, 2009.

Articles of memories of Conferences

(Published):

[1] L. I. Ruiz, A. Garćıa, J. Garćıa, G. Ta-

boada. “Criterios para la optimización de

sistemas eléctricos en refineŕıas de la in-

dustria petrolera: influencia y análisis en

el equipo eléctrico,” IEEE CONCAPAN

XXVIII, Guatemala 2008.

Thesis:

[1] L.M. Moreno, “Computación paralela y

entornos heterogéneos,” Tesis doctoral,

Dep. Estad́ıstica, Investigación Operativa

y Computación, Universidad de La Lagu-

na, La Laguna, 2005.

Guidelines:

[1] IEEE Guide for Application of Power

Apparatus Bushings, IEEE Standard

C57.19.100–1995, Aug. 1995.

Patents:

[1] J. P. Wilkinson, “Nonlinear resonant cir-

cuit devices,” U.S. Patent 3 624 125, July

16, 1990.
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Manuals:

[1] Motorola Semiconductor Data Manual,

Motorola Semiconductor Products Inc.,

Phoenix, AZ, 1989.

Internet resources:

[1] E. H. Miller, “A note on re-

flector arrays” [Online]. Available.

https://goo.gl/4cJkCF

3.3. Epigraphs, Figures and Charts

The epigraphs of the body of the article

will be numbered in Arabic. They should go

without a full box of capital letters, neither

underlined nor bold. The numbering must be

a maximum of three levels: 1. / 1.1. / 1.1.1.

At the end of each numbered epigraph will be

given an enter to continue with the correspon-

ding paragraph.

The charts must be included in the text

according to order of appearance, numbered

in Arabic and subtitled with the description

of the content, the subtitle should go at the

top of the table justified to the left.

Figures can be linear drawings, maps or

black and white halftone or color photographs

in 300 dpi resolution. Do not combine photo-

graphs and line drawings in the same figure.

Design the figures so that they fit even-

tually to the final size of the journal 21 x

28 cm. Make sure inscriptions or details, as

well as lines, are of appropriate size and thick-

ness so that they are not illegible when they

are reduced to their final size (numbers, let-

ters and symbols must be reduced to at least

2.5 mm in height After the illustrations have

been reduced to fit the printed page). Ideally,

the linear illustrations should be prepared at

about a quarter of their final publication size.

Different elements in the same figure should

be spelled a, b, c, etc.

Photographs should be recorded with high

contrast and high resolution. Remember that

photographs frequently lose contrast in the

printing process. Line drawings and maps

should be prepared in black.

The text of the figures and maps must be

written in easily legible letters.

If the figures have been previously used, it

is the responsibility of the author to obtain the

corresponding permission to avoid subsequent

problems related to copyright.

Each figure must be submitted in a sepa-

rate file, either as bitmap (.jpg, .bmp, .gif, or

.png) or as vector graphics (.ps, .eps, .pdf).

4. Submission process

The manuscript must be sent through the

OJS system of the journal, <https://goo.

gl/JF7dWT>,the manuscript should be uploa-

ded as an original file in .pdf without author

data and anonymized according to the above;

In complementary files the complete manus-

cript must be loaded in .doc or .docx (Word

file), that is to say with the data of the author

(s) and its institutional ascription; Also the

numbered figures should be uploaded in inde-

pendent files according to the corresponding

in the manuscript (as bitmap .jpg, .bmp, .gif,

or .png or as vector graphics .ps, .eps, .pdf).

It is also obligatory to upload the cover letter

and grant of rights as an additional file.

All authors must enter the required informa-

tion on the OJS platform and only one of the

authors will be responsible for correspondence.

Once the contribution has been sent the

system will automatically send the author for

correspondence a confirmation email of receipt

of the contribution.

5. Editorial process

Once the manuscript has been received in

OJS, a first check by the editorial team of the

following points:
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The topic is in accordance with the crite-

ria of the journal.

Must have the IMRDC structure.

Must be in the Ingenius format.

Must use the IEEE citation format.

All references should be cited in the text

of the manuscript as well as charts, figures

and equations.

The manuscript is original; for this, soft-

ware is used to determine plagiarism.

The assessment described above can take

up to 4 weeks.

If any of the above is not complete or there

is inconsistency, an email will be sent to the

author to make the requested corrections.

The author will make the corrections and re-

send the contribution through an email in res-

ponse to the notification and will also upload

the corrected manuscript into OJS supplemen-

tary files.

The editorial team will verify that the re-

quested corrections have been incorporated,

if it complies, the manuscript will start the

second part of the process that may be follo-

wed by the author through OJS, otherwise the

author will be notified and the manuscript will

be archived.

The second phase of the process consists

of the evaluation under the methodology of

double-blind review, which includes national

and foreign experts considering the following

steps:

The editor assigns two or more reviewers

for the article.

After reviewing the article, the reviewers

will submit the evaluation report with one

of the following results.

� Publishable

� Publishable with suggested changes

� Publishable with mandatory changes

� Non publishable

The editor once received the evaluation

by the reviewers will analyze the results

and determine if the article is accepted

or denied.

If the article is accepted, the author will

be notified to make corrections if required

and the corresponding editorial process

will be continued.

If the article is denied, the author will

be notified and the manuscript will be

archived.

In the two previous cases the result of

the evaluation of the reviewers and their

respective recommendations will be sent.

The second phase of the process lasts at

least 4 weeks, after which they will be notified

to the author giving instructions to continue

with the process.

6. Publication

The Ingenius Journal publishes two issues

per year, on January 1st and July 1st, so it is

important to consider the dates for sending the

articles and their corresponding publication.

Articles received until October will be consi-

dered for the January publication and those

received until April for the July publication.
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John Calle Sigüencia, Editor in chief

revistaingenius@ups.edu.ec

Printed

Centro Gráfico Salesiano: Antonio Vega Muñoz 10-68 y General Torres.

Phone: (+593 7) 283 17 45

Cuenca – Ecuador

Email: centrograficosalesiano@lns.com.ec




	INGLÉS REVISTA PORTADA
	portada3
	indice
	articulo1
	Introduction
	Low levels of GWP and high safety
	Implementation of R1234ze in domestic refrigeration

	Materials and methods
	Characteristics of the refrigerant
	Refrigeration cycle
	Refrigeration cycle adapted to R1234ze
	Improvements to the thermodynamic cycle

	CFD study of heat transfer
	Mathematical models for simulation


	Results and discussion
	Results of the CFD study
	Refrigerant in the evaporator
	Air flow within the refrigerator


	Conclusions

	articulo2
	Introduction
	Materials and Methods
	Dataset
	Automatic learning algorithms
	Oversampling algorithms
	Classification algorithms

	Performance Measure
	Binarization techniques
	Validation

	Experimental procedure
	Results and Discussion
	Conclusions

	articulo3
	Introduction
	Materials and methods
	Selection of materials
	Finite elements analysis (FEA)
	Construction of the system
	Operational tests

	Results and discussion
	Numerical and analytical results
	Influence of the internal pressure and temperature of the reactor
	Funcionality test

	Conclusions

	articulo4
	Introduction
	Materials and methods
	Experimental design
	Characterization of the mixtures
	Measurement of fuel consumption
	Data treatment for the response model

	Results and discussion
	Conclusions and recommendations

	articulo5
	Introduction
	Background

	Materials and Methods
	Algorithms for Table Recognition and for Table Row Classification
	A Rule-based Algorithm to Detect Tables in Spreadsheets
	The Remove and Conquer Algorithm
	A Machine Learning Algorithm for Table Row Classification
	Row Classes
	Feature Set
	Similarity between rows


	Results and discussion
	Preprocessing
	Main Characteristics of the Datasets used for Testing
	Table Classification Experiments
	Results
	Cross Validation
	Confusion matrix

	Rule-based Table Detection Algorithm
	Experiments with the Remove and Conquer Table Detection Algorithm

	Results of the algorithms and environment description

	Conclusions

	articulo6
	Introduction
	Materials and methods
	Design of the disc
	Machining of the brake disc
	Implementation of hardware and sensors
	Programming of the data acquisition software
	Implementation of discs, sensors and data acquisition system

	Results and discussion
	Conclusions

	articulo7
	Introduction
	Important parameters in an FMCW radar
	Applications of radars in the automotive industry
	Didactic tools and competency-based learning

	Materials and methods
	Hardware
	Experimental design
	Processing in MATLAB

	Results and discussion
	Firmware and Infineon Toolbox
	MATLAB

	Conclusions

	articulo8
	Introduction
	Materials and methods
	Mathematical fundamentals
	Computational domain
	Computational solution method

	Results and discussion
	Conclusions

	articulo9
	Introduction
	Related work

	Materials and methods
	Results
	Components
	Registry services (REG)
	Authentication services (UAA)
	Generic services (SRV) and client equipment (CLI)

	Security schemes
	Basic scheme
	Light scheme
	Strengthened scheme

	Functionality
	Implementation and tests

	Discussion
	Conclusions

	articulo10
	Introduction
	The SQL injection
	Classic SQL injection
	d) Alternative coding
	Advanced SQL injection
	c) Compounded SQL injection attacks


	Materials and methods
	Results
	First test
	Second test
	Third test

	Discussion
	Conclusions

	guide_ingles
	INGLÉS REVISTA CONTRAPORTADA



