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Piedad Gañan Rojo, PhD, Universidad

Pontificia Bolivariana, Colombia.
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Náutica Infante d. Henrique, Portugal.
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Yasuhiro Matsumoto Kuwabara, PhD,

Centro de Investigación y de Estu-

dios Avanzados del Instituto Politécnico
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Ernesto Vázquez Mart́ınez, PhD, Univer-

sidad Autónoma de Nuevo León, México.
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Weslley Luiz da Silva Assis, PhD, Uni-

versidad Federal Fluminense, Brasil.

Ana P. Martinazzo, PhD, Universidad

Federal Fluminense, Brasil.

Jorge Bernardino, PhD, Universidad de

Coimbra, Portugal.

Luis Geraldo Pedroso Meloni, PhD,

Universidad Estatal de Campinas Unicamp,

Brasil.

Facundo Almeraya Calderón, PhD, Uni-

versidad Autónoma de Nuevo León, México.
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Teonila Garćıa Zapata, PhD, Universidad

Nacional Mayor de San Marcos, Perú.
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bles, Ecuador.

Alex Mayorga, MSc, Universidad Técnica
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dad Politécnica Salesiana, Ecuador.

William Quitiaquez Sarzosa, MSc, Uni-
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dad Politécnica Salesiana, Ecuador.

Juan Valladolid Quitoisaca, MSc, Uni-
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litécnica Salesiana, Ecuador.

Mary Vergara Paredes, PhD, Universi-

dad de los Andes, Merida, Venezuela

Jennifer Yepez Alulema, MSc, Universi-
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José Juncosa Blasco, PhD

Juan Pablo Salgado Guerrero, PhD

Angle Torres Toukoumidis, PhD

Jaime Padilla Verdugo, PhD

Sheila Serrano Vincenti, MSc

Jorge Cueva Estrada, MSc

John Calle Sigüencia, PhD
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Universidad Politécnica Salesiana del Ecuador



Ingenius Journal, is indexed in the following Databases and scientific information systems:

SELECTIVE DATABASES

REVIEWS EVALUATION PLATFORMS

SELECTIVE DIRECTORIES

SELECTIVE SERIAL LIBRARY

SCIENTIFIC LITERATURE SEARCHERS OPEN ACCESS

OTHER BIBLIOGRAPHICAL DATABASES



CATALOG OF INTERNATIONAL UNIVERSITY LIBRARIES



Editorial

Dear readers:

COVID-19 has affected more than 280 million
people, killing more than 5.4 million worldwide, sin-
ce the first case reported of SARS-CoV-2 in Wuhan,
China, in 2019, followed by its variants, such as
the United Kingdom variant (B.1.1.7), the Brazi-
lian variants (P.1, P.2 and N.9), the South Africa
variant (B.1.325), and the recent variant Omicron
(B.1.1.529), firstly detected in Africa. COVID-19 is
still strongly affecting some countries, as is the case
of Russia, with currently more than 1,000 deaths
per day.

This thematic issue brings articles on multidisci-
plinary techniques of Engineering to fight COVID-
19, addressing all its aspects, including source and
detection technologies for the study, treatment, and
prevention of COVID-19; biomedical sensor design
and fabrication, performance, processing approa-
ches, and applications; new developments and recent
improvements in designs; and the electronics, data
processing, and materials of biomedical sensors.

Five contributions have been accepted for this
issue, which were reviewed through the correspon-
ding editorial process conducted by experts in this
field. The contributions published here correspond
to thirty-three researchers from different countries
(Brazil, Ecuador, El Salvador, and Peru).

The first work “Social Distancing in the Face of
COVID-19: Simulation of the Maximum Capacity
of People Through PHP” makes use of program-
ming techniques, using the PHP language, for the
development of a web application that simulates
the maximum capacity of people who can enter a
place in an internal or external area, complying with
the social distancing of 2 m required in this time
of COVID-19. The work “Design and Construction
of Automated Mechanical Ventilation Equipment
to Assist Respiratory Failure” presents the require-
ments for the design (using Computer Aided Design
– CAD), construction and validation of a mechani-

cal ventilation system, to be used in patients with
respiratory failure, mainly due to the COVID-19
pandemic, followed by measurements of the condi-
tions of the supplied air conducted with the help of
professionals dedicated to the maintenance of me-
dical equipment and with the approval of internist
doctors.

The following article, entitled “Characterization
of Delux: Ultraviolet Light Sterilization Device for
PFF2 / N95 Masks Against COVID-19”, presents
a characterization of the sterilization device, called
DELUX, utilizing UVC (Ultraviolet C light spec-
tra), for sterilization of PFF2/N95 masks, allowing
to extend the time of safe use of these masks in emer-
gency conditions. The work addresses the fact of the
world population is still forced to wear facemasks
in public, as they continue being the most effective
protocol to avoid and prevent COVID-19 spread.
Thus, the article “Evaluation of AIoT Performance
in Cloud and Edge Computational Models for Mask
Detection”, describes an automatic facemask detec-
tion system, using concepts of Artificial Intelligence
of Things (AIoT), to remind people the importance
of wearing them appropriately. The system allows
detecting correct, inappropriate, and non- facemask
wearing, based on two computational models: Cloud
and Edge.

Finally, the work entitled “Prototype of a De-
vice for the Automatic Physiological Measurement
to Assist the Diagnosis and Monitoring of patients
with COVID-19” describes the design, construction
and preliminary results of a device to automate the
measurement of physiological signals (temperatu-
re, oxygen, pressure and heart rate) to assist in
the diagnosis and monitoring of COVID-19. The
system includes also a mobile application, which
receives measurements data in real time and create
a database for medical evaluation.

Enjoy all these works! We hope in 2022 to be
free of this pandemic!

Teodiano Bastos-Filho, PhD

Associate Editor
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Abstract Resumen
Confluence of people in internal or external areas
considerably increases transmission of COVID-19, be-
cause the social distancing established by the health
system is not observed. The objective of this work
was to use programming techniques with the PHP
language (hypertext preprocessor), for developing an
application that simulates the maximum number of
people who can enter an internal or external area. The
methodology enabled recognizing common internal
and external areas, configuring the development envi-
ronment, coding, simulation proposal and simulator
execution where a practical case and ten places were
evaluated to determine its reliability. The simulator
provided the maximum people capacity of an internal
or external area, honoring a social distancing of 2 m.
Results enabled to know that using information tech-
nologies through programming techniques and the
PHP language constitutes a technological alternative
to fight against the spread of the virus.

La confluencia poblacional en áreas internas o exter-
nas incrementa considerablemente la trasmisión de la
COVID-19, por no respetar el distanciamiento social
que establece el sistema de salud. El objetivo de este
trabajo fue hacer uso de técnicas de programación,
empleando el lenguaje PHP (preprocesador de hiper-
texto), para el desarrollo de una aplicación que simule
el aforo máximo de personas que pueden ingresar a
un área interna o externa. La metodología permitió el
reconocimiento de áreas internas y externas comunes,
configuración al entorno de desarrollo, codificación,
propuesta de simulación y ejecución del simulador
donde se ha evaluado un caso práctico y diez lugares
para determinar su confiabilidad. El simulador brindó
el aforo máximo de personas que pueden ingresar a un
lugar de área interna o externa cumpliendo el distan-
ciamiento social de 2 m. Los resultados permitieron
conocer que el uso de las tecnologías de información
a través de las técnicas de programación y el lenguaje
PHP contribuyó en ser una alternativa tecnológica
para la lucha contra la propagación del virus.

Keywords: social distancing, PHP, programming
techniques

Palabras clave: distanciamiento social, PHP, técni-
cas de programación

9

https://doi.org/10.17163/ings.n27.2022.01
https://orcid.org/0000-0002-8159-7560
https://orcid.org/0000-0001-9189-035X
https://orcid.org/0000-0002-0358-9733
https://orcid.org/0000-0002-5360-8832
openac@posgrado.unp.edu.pe
https://doi.org/10.17163/ings.n27.2022.01


10 INGENIUS N.◦ 27, january-june of 2022

1. Introduction

Due to the presence of COVID-19, the world has taken
different control measures, such as social distancing in
public and private spaces, which has led to new com-
munication ways and characteristics in which human
beings cannot interact until the advent of a new nor-
mality [1]. Commercial places, financial institutions,
recreation areas and governmental institutions, after
closing their doors have resumed their business and
commercial activities where one of the fundamental
criteria for reopening is to determine the maximum
people capacity. Such control measure converges with
the appropriate use of masks and rational hand wash
with water and soap or alcohol [2]. In this scenario it
is important to manage areas of interaction, as well
as knowing the number of people that can enter a
public or private place according to the diameter of
each infrastructure taking into consideration biosecu-
rity regulations associated with the social distancing
between one person and the other.

This information may be known through a simu-
lation that provides the maximum capacity of people
that can access and interact in open or closed spaces
honoring biosecurity measures. The present research
work intended to demonstrate that programming tech-
niques are one of the means available to evaluate and
simulate the maximum capacity of people in places of
low, medium and high confluence of people. This exer-
cise helped public and private sectors in a more agile
and optimal way, to honor biosecurity regulations and
to reduce possible infections of COVID-19 that may
propagate due to typical people activities. Such activ-
ity contributes with the socio-economic sector and to a
government-citizen transformation, developing better
proximity and reliability links, mainly in the economic
sphere and in the attention of essential services that
people permanently use [3].

Research works about social distancing between
one person and another to prevent COVID-19 infec-
tion were analyzed to address this study. Detection of
people and identification of objects and the distance
between them was revised, with the purpose of de-
veloping an application that involves detection and
estimation of the people that would be more exposed
to become infected by this virus [4]. However, this
cannot be possible without analyzing it from a wide
and dynamical context, and with a socioeconomic fo-
cus where the use of the resources available and the
engineering cosmovision gets involved in the solution
of common problems, thus contributing to strengthen
productive and economic sectors. Consequently, the
use of information technologies (IT) has become a
daily means where people have a fundamental role
in organizations which enable them to adapt to new
changes, generate proposals and provide immediate
solutions [5].

Humans may develop a cross-sectional view of
world’s reality, with the existing solutions to face
COVID-19, with resilient characteristics and horizons,
encouraging new proposals, context, collaborative ways
and techniques that safeguard the integrity of popu-
lation. ICTs may provide solutions to this new sce-
nario [6]. Even though the COVID-19 pandemics par-
alyzed access to global systems, it focused on health
care through unprecedented blockades and forced so-
cial distancing, quickly accelerating the development
of these digital technologies to fulfill different world-
wide requirements for health attention [7]. For this
reason, it is intended to use emerging technologies to
prevent its propagation [8]. Control and mitigation of
COVID-19 requires involvement of many sectors, in-
cluding general public. On the other hand, application
technologies provide the means through which these
different sectors may innovate, communicate and act
quickly [9].

If control measures are not applied to reduce the
number of contacts at particular places, this may have
influence in the evolution of the pandemics. Conse-
quently, it was important to identify the places of
greater contact and determine the weight of propa-
gation that has influence on the possibility to have
available and make appropriate use of the resources. In
this sense, the use of simulation models, as detailed in
the current research work, may contribute to decision-
making [10]. The findings from a systematic review
of 172 studies (44 comparative studies; n = 25,697
patients) about COVID-19, severe acute respiratory
syndrome (SARS) and Middle East respiratory syn-
drome (MERS) provide the best available evidence that
current policies of at least 1 m of physical distance are
associated with a great reduction in case of infection,
but distances of 2 m may be more effective [11].

In view of the above, the general objective of this
research study is to use programming techniques with
the PHP language, by means of reference variables
such as the length and width of an internal or external
area, which enables simulating and knowing the num-
ber of people that may be admitted honoring social
distancing.

2. Materials and methods

Figure 1 illustrates the methodology considered for
developing the web application, to enable knowing the
maximum people capacity that may access internal or
external areas honoring social distancing.



Peña Cáceres et al. / Social distancing in the face of COVID-19: simulation of the maximum capacity of

people through PHP 11

Figure 1. Methodology

2.1. Recognize internal and external areas

Internal areas are closed spaces or spaces with limited
reduced surface, while external areas have larger di-
mensions and more access to people. Those spaces are
known as indoor or outdoor environments. At present,
the access to this type of areas or environments is sub-
ject to recommendations to mitigate the propagation
of COVID-19. These are based on social distancing,
which implies not having close contact with another
person; a distance between 1 and 2 m is recommended,
as defined in different countries [12].

Throughout all the different activities carried out
by humans, they visit indoor places such as restau-
rants, shopping malls [13], transportation terminals,
academic institutions, public-private institutions, bars,
cafeterias, libraries, museums or cultural centers, a
movie or a theater, a church or spiritual center, their
house (or one of its rooms), the home of another per-
son (or one of its rooms), a covered sport facility; they
also visit outdoor (external) places such as a square, a
urban forest, a viewpoint, a sport field, a street or a
section of it, a park, a neighborhood and the terrace
of a bar / cafeteria / restaurant [14].

Dispersed population that converges at the afore-
mentioned places is linked to they type of geographi-
cal area. Indeed, residents of rural communities show
greater levels of identity with the place they live in
than residents of cities [15], behavior which is reflected
in a high access traffic to shopping malls, restaurants
and public institutions. This scenario is significantly
affected by a weak and not moderate calculation of the
maximum people capacity; this situation represents a
lack of identification and evaluation of the available
spaces that fulfill biosecurity regulations.

At a local level, the Government should establish
control measures that foresee and contribute to the
orientation of public and private places, strengthening
management of its operations to enable ensuring social
distancing and implementing cleaning, disinfection and
personal protection actions [16].

2.2. Development environment

At present, PHP is one of the most popular program-
ming languages, commonly used by the open-source
community because it is an industry for constructing
big web applications [17]. It is a compatible, scalable,
secure and multidisciplinary programming language
that enables developing agile, optimal and immediate
applications based on the requirements of society.

Appserv 8.5.0 is used as an interpreter; it is an
open-source tool for the Windows operating system
that integrates Apache, MySQL and PHP, taking into
account the 5.6.26 version of PHP. For coding, the
SublimeText [18] text editor enables developing a web
application to simulate and determine the maximum
people capacity of an internal or external area honoring
the mandatory social distancing.

2.3. Coding of the simulator in PHP

At the coding stage, programming techniques are used
to exploit their expression, order and sequence when
writing instructions and sentences. Priority rules [19]
are also known for achieving optimal results and solv-
ing common problems [20], which contributes in the
development of a web application to simulate the max-
imum people capacity of internal or external areas,
honoring biosecurity regulations.

Table 1 describes the use of the five variables cre-
ated, as well as the operationalizations that specify
how these variables interact to give the inputs and
outputs that define the behavior of the simulator ac-
cording to the dimensions entered, as seen in Figure
2.

Table 1. Description of the variables used in simulator
coding

N° Variables Description
1 $area_lg Width of the surface/area.
2 $area_an Length of the surface/area.

3 $area_m2 Operationalization between variables
1 and 2 (product).

4 $distanciamiento Variable with an assigned value
of “2” m.

5 $operacion
Operationalization between variables 3 and 4,

where variable 4 is divided by “2”.

Table 2 explains the predominant instructions, sen-
tences and labels for coding the simulator.

Table 2. Predominant instructions (I), sentences (S) and
labels (L) for coding the simulator

Index Type Description

for I Loop that self-generates the results of the
operationalization of the defined variables

if S Sentence that conditions the result

else S Sentence that is executed when one or more
conditions are not met

table E Label that shows a table
img E Label that shows an image
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Figure 2. Coding of the simulator in PHP

The images shown in Figure 3, namely, distance90,
distance and person, are used for the operation of the
img label.

Figure 3. Images used in the coding

2.4. Places proposed for simulation

A simulation is an artificial representation of a real
process [21], where it is simulation and not reality,
and a special objective is sought [22]. In this context,
ten places with the internal and external areas most
commonly and recurrently visited by the people re-
siding in the Region, Province and District of Piura –
Peru, to know the maximum people capacity that may
be admitted to each of the places shown in Table 3,
honoring the biosecurity regulations.

Table 3. Places with simulated internal and external areas

N° Place Area Width Length
m2 m2

1 Restaurant Internal 8 15
2 Church Internal 10 100
3 Cafeteria Internal 5 20
4 Bar Internal 6 20
5 Commercial store Internal 4 8
6 Square External 85 82
7 Park External 72 225
8 Sport field External 26 34
9 Recreational center External 50 400
10 Avenue Externa 12 100

2.5. Execution of the simulator: practical case

In this stage, initial tests were carried out involving ex-
ecution of the simulator, where it was sought to know
the maximum people capacity that may be admitted to
the waiting area of the COVID-19 vaccination facility
of the Universidad de Piura, identified as an external
outdoor area, with a length of 12 m and a width of 10
m.

The results of the simulation for this first test case
indicate that there is an area of 120 m2, and that
the maximum people capacity is 30 people honoring a
social distancing of 2 m, as shown in Figure 4.
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Figure 4. Simulation results

It may be seen that the parametrization of the
admission variables is not absolute, as well as the
diameter for honoring the social distancing; the com-
position and form of the results will depend on the
admission data.

3. Results and discussion

Table 4 shows the results of the ten places identi-
fied, and it may be observed in the column Maximum
available people capacity that results are favorable,
considering the percentage of available area, which en-
ables obtaining real results and knowing the reliability
of the web application, provided it is clear that 100
% of the space is not always available in internal or
external areas for free access of people.

According to the results of Table 4, it can be also
seen that places with external areas exhibit better
predominance in the use of the simulator that enables
determining the maximum people capacity honoring
social distancing; however, for places with internal
areas it can be seen that there are some limitations
due to the presence of objects, accessories and others,
where it should be first obtained the occupied and
available area to achieve more reliable results.

Table 4. Results of maximum people capacity in places with internal and external areas

N° Place
Type Width Length Area Simulated Available Maximum

of area m m m2 maximum area people
people capacity

capacity
1 Restaurant Internal 8 15 120 30 50% 15
2 Church Internal 10 100 1000 250 80% 200
3 Cafeteria Internal 5 20 100 25 65% 16
4 Bar Internal 6 20 120 30 60% 18
5 Commercial store Internal 4 8 32 8 60% 5
6 Square External 85 82 6970 1742 85% 1481
7 Park External 72 225 16 200 4050 85% 3443
8 Sport field External 26 34 884 221 90% 199
9 Recreational center External 50 400 20 000 5000 90% 4500
10 Avenue External 12 100 120 30 95% 29

Recall that in places such as restaurants, cafeterias,
bars and commercial stores there are spaces where
people should wait to access the service or request
being made. In this context, the simulator represents a
contribution suitable to be used to know the maximum
people capacity that may be admitted to places with
internal and external areas, making available for en-
trepreneurs and public sector technological tools that
promote honoring biosecurity protocols, articulated
with the socioeconomic sector that provides people’s
source of livelihood.

It is deducted that the use and application of the
simulator will contribute and boost the identification
of places with internal areas due to the due to the lack
of pipes in these places of population recurrence.

The results obtained regarding the simulated max-
imum people capacity and the available maximum
people capacity show a variation of the available area
which depends on the place where the simulator is
used to determine the maximum people capacity, as
seen in Figure 5.



14 INGENIUS N.◦ 27, january-june of 2022

Figure 5. Simulation results

In this sense, to obtain reliable results it is impor-
tant to know the available area, ignoring factors that
limit access to people that seek to interact inside or
outside a place, with the purpose of honoring social
distancing according to biosecurity regulations.

4. Conclusions

The results given by the simulator for the practical case
stated and the ten places evaluated enabled knowing
the maximum people capacity that may be admitted
to a place with internal and external areas, honoring
the social distancing of 2 m. For effective use of the
simulator, it is necessary to know the area occupied
by objects, accessories and others in the place being
evaluated.

The simulator visually shows the certainty, order
and security of knowing how to calculate the maximum
people capacity that may be admitted in places with
external or internal areas, taking into account that
places with external areas are the most appropriate
for convergence of people since they have a greater
available area and smaller number of obstacles that
might reduce the maximum number of people that
may be in an environment.

The present research work may be strengthened
locating a system of video cameras inside or outside
places with greater recurrence of people, to know the
number of people that have come in or gone out, and
those how are in the place. This product may be devel-
oped using the PHP programming language and, as an
alternative, Python with artificial vision techniques.

Therefore, it is demonstrated that the application
of the techniques and the PHP programming language
provides a promising route to fight against COVID-
19, through easy handling, stability, compatibility and
reliability of the results.
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Abstract Resumen
This document presents the requirements met for
the design, construction and initial validation of a
mechanical ventilation system to be used in patients
with respiratory insufficiency, which in the initial con-
text was due to the COVID-19 pandemics. The design
required the use of computer aided drawing software
(Computer Aided Design) CAD and the construction
required the use of installed capabilities in mechanical,
electropneumatic, electronic, biomedical and automa-
tion manufacturing of institutes and centers of the
Universidad Don Bosco (El Salvador). The adjust-
ment, configuration and programming tasks were in
charge of research professors specialized in these dis-
ciplines. The elements used for its construction were
available in the Salvadoran market, considering the
closure of borders as a government measure to face
the expansion of the pandemics. After the design,
manufacturing and commissioning stage, conditions
of the supplied air were measured with the help of
professionals dedicated to the maintenance of med-
ical equipment and with the approval of internist
doctors. The results achieved are those obtained with
paramedical equipment and with first aid equipment,
and consequently it has been foreseen that the equip-
ment can be tested in a subsequent instance with the
certified medical union.

Este documento presenta los requerimientos cumpli-
dos para el diseño, construcción y primera validación
de un sistema de ventilación mecánica para ser uti-
lizado en pacientes con insuficiencia respiratoria, que
en el contexto inicial fuera a causa de la pandemia de
COVID-19. El diseño requirió el uso de software de
dibujo asistido por computadora (Computer Aided
Design) CAD y la construcción necesitó el uso de
las capacidades instaladas en manufactura mecánica,
electroneumática, electrónica, biomédica y automati-
zación de los institutos y centros de la Universidad
Don Bosco (El Salvador). Los trabajos de ajuste,
configuración y programación estuvieron a cargo de
docentes investigadores especialistas en dichas disci-
plinas. Los elementos empleados para su construc-
ción estaban disponibles en el mercado salvadoreño,
considerando el cierre de las fronteras como medida
gubernamental ante la expansión de la pandemia.
Luego de la etapa de diseño, fabricación y puesta
en funcionamiento, se realizaron mediciones de las
condiciones del aire suministrado con la ayuda de
profesionales dedicados al mantenimiento de equipo
médico y con el visto bueno de doctores internistas.
Los resultados conseguidos son los que se obtienen
con equipos paramédicos y con equipos de primera
asistencia, por lo cual se ha previsto que el equipo
pueda ser probado en una siguiente instancia con el
gremio médico certificado.

Keywords: Mechanical ventilation, assisted respira-
tion, COVID-19, respiratory insufficiency
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1. Introduction

At the beginning of 2020, America becomes the epicen-
ter of the SARS CoV-2 (Severe acute respiratory syn-
drome coronavirus-2) [1,2], and in March it is declared
a worldwide pandemics due to the ease of propagation
because of the globalization phenomenon [3]. The first
confirmed case in El Salvador was registered that same
month. At that time, different protocols were activated
to prevent massive infections in the population. How-
ever, hospitals were getting prepared for the attention
of future patients.

With the purpose of visualizing the possible impact
of the pandemics in the country, different scenarios
were considered such as the construction of a special-
ized hospital for the attention of patients with COVID-
19 (Corona Virus Disease - 2019), strengthening the
installed capacity of existing hospitals, oxygen supply,
possible medication for treating patients, training and
hiring of medical staff for attention of patients, among
other actions. In this last case, it is evident that when
a patient requires personalized attention with an equip-
ment for manual assistance of respiration, the medical
or auxiliary staff assisting him/her cannot care other
patients, thus becoming a human resource unavailable
for assisting people; this impact may be reduced if an
automated equipment easy to install and easy to use
in emergencies is supplied.

The expectation of a possible shortage of equipment
for respiratory assistance motivated researchers to pro-
pose alternative systems of mechanical ventilation [4,5]
from auxiliary manual breathing units (AMBU) [6,7].
This initiative sought the collaboration between the In-
dustrial Design and Manufacturing Innovation Center
(CIDIM, Centro de Innovación en Diseño Industrial
y Manufactura) and the Research and Innovation In-
stitute in Electronics (IIIE, Instituto de Investigación
e Innovación en Electrónica), with the management
of special resources of the Energy Research Institute
(IIE, Instituto de Investigación en Energía) and the
support from the collaboration of the United States
Embassy in El Salvador.

To determine the best design of the system, and
considering the strengths and capacity of the centers
and institutes, it was stated that it fulfilled the follow-
ing requirements:

• Take advantage of the existence of a manual
reviver [8] used by paramedics and internist doc-
tors.

• The reviver should be operated using two sys-
tems, one electropneumatic and another elec-
tronic.

• Structural accessories should be easy to manu-
facture in metal-mechanic shops.

• The acquisition of the specialized monitoring
sensors would be handled through the American
Space UDB of the IIE [9], due to the national
quarantine that made difficult the imports by
local industries.

2. Materials and methods

The basic fundamental of the designed system is an
electropneumatic control system that drives a ma-
nual reviving equipment. The operation signals are
controlled by a programmable logical controller, that
receives electric signals from sensors that monitor the
heart rate and the level of oxygen concentration in the
air supplied.

The first design stage consisted of meetings between
technical researchers and intensive care doctors from
the Hospital San Rafael. The control variables that
should be monitored in patients were determined in
these meetings; these variables include the air volume
according to the consistency of the patient, the number
of cycles per minute required by patients according
to their clinical picture, the ventilation pressure, the
positive end-expiratory pressure (PEEP) [4], [10], the
air flow, and the inspiratory-to-expiratory (I/E) ra-
tio. Another important requirement is that the system
should operate in three types of cycles: volume-cycled,
pressure-cycled and combination of both. However,
with the approval of the intensive care doctor it was
chosen the volume-cycled, since it is a simple and effec-
tive operation mode, always taking into account that
it is an emergency measure [11].

The design should provide appropriate ventilation
for patients prior to releasing a specific ventilator [12],
and thus it was considered the tidal volume and the
respiratory rate that would maintain patients sta-
ble [13]. The tidal volume was determined based on
a ratio with the ideal weight of patients and it is
calculated taking as reference the weight of the person:

IBW (ideal body weight, kilograms) men [14]:
50 + 2.3*(size in inches – 60) or
50 + 0.9*(size in cm – 152,4)

IBW (ideal body weight, kilograms) women:
45.5 + 2.3*(size in inches – 60) o
45.5 + 0.9*(size in cm – 152,4)

With respect to respiratory rate, the inspiration
and expiration cycle is related to the age of patients,
according to the behavior shown in the curve of
Figure 1.



Carrillo, et al. / Design and construction of automated mechanical ventilation equipment 19

Figure 1. Respiratory cycle

Figure 1 shows the I/E ratio [15], inspiration [16]
(insufflation) and expiration (exhalation), which may
be adjusted to 1:3. But if the patient condition is
preexisting asthma [17] or exacerbation of chronic ob-
structive pulmonary disease, it may be adjusted to
1:4.

After obtaining the operation requirements, the
structural design was carried out with the aid of CAD
software [18] and 3D printing light manufacturing [19],
with the result presented in Figure 2.

(a)

(b)

Figure 2. Design of the system with the aid of CAD soft-
ware

Figure 2 shows the design obtained of the structural
system and of the electropneumatic system. Figure 2(a)
shows the structural distribution to hold the reviver,

the location of the access points to the inlet and outlet
air connections, together with the valves that regulate
the reviver pressure, the mobile door, the cover with
the set of buttons and the information display. Figure
2(b) shows the distribution of the electropneumatic
control system constituted by the 5/3 bistable electrop-
neumatic valve, unidirectional flow regulators, pressure
regulator, programmable logic controller (PLC), venti-
lator, electric and pneumatic adapters, supports and
configuration of the structural base.

(a)

(b)

Figure 3. Construction of the electropneumatic system

Figure 3 shows the finalized structural (a) and elec-
tropneumatic (b) systems, ready to carry out tests and
measurements. It is important to remark that all con-
trol system elements installed were found at the place,
since imports to El Salvador were not possible as a
consequence of the confinement due to COVID-19 pan-
demics. This enables replicating the system without
difficulty, in case it is required.

A SIEMENS LOGO version 8.0 micro-PLC was
used to control the process. It can handle 4 digital
outputs, better known as output to relays, which are
used to govern the valves and electrovalves required
by the system. Similarly, the buttons enable to control
the number of repetitions per minute demanded by the
patient and according to the criterion of the treating
physician.

The control system was designed according to the
plot of the respiration process shown in Figure 1, where
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the specialist may determine if the patient requires 12,
14, 16 or more repetitions per minute for his/her treat-
ment. It should be mentioned that the code is versatile
enough to be modified at any moment, and configure
it in the cadences required by internist doctors.

The PLC has a display where the specialist may
see the selected value of repetitions and the buttons
are marked to avoid confusions. The electropneumatic
system is prepared to receive compressed air from the
hospital infrastructure, and thus it has been antici-
pated that this air is used as pneumatic supply to the
control electrovalves.

The system design was prepared to place pro-
grammed control processes in the PLC, to enable
specialists to be certain about the number of repe-
titions that they are selecting for the patient. At this
moment the system is open-loop, because the sensors
required to implement the corresponding control loops
are not available. However, appropriate sensors may be
installed in a subsequent version such that the system
self-regulates based on the information provided by the
sensors, thus transforming it into a close-loop system.

Figure 4 shows the connections between the PLC
and the different parts of the respirator.

Figure 4. Configuration of the PLC

3. Results and discussion

Due to the agreement between the diagrams and the
final equipment, it is considered that the conceptual
prototype may be easily reproduced, both its structural
and electropneumatic components.

Measurements were carried out by the INFRA per-
sonnel in El Salvador, to conduct operation tests and
verify that it complies with the parameters indicated
by the internist doctor. They are responsible of per-

forming maintenance of assisted mechanical ventilation
equipment, with the use of specialized equipment.

(a)

(b)

Figure 5. Equipment for measuring operational parame-
ters

Figure 5 presents the measurement equipment: (a)
verifies that it is a Certifier FA TSI High Flow Mod-
ule [20] and (b) presents the detected value of 0.301
liters of air and 15.2 blows per minute (BPM). The
values shown are in agreement with the ones indicated
by internist doctors for patients with ages between 25
and 40 years, with 15 to 19 inspirations per minute, val-
ues that can be regulated through PLC programming
and varying the flow regulator, establishing predefined
pushbuttons for such parameters and for medical con-
ditions of patients. In addition, measurements were
carried out with the NI ELVIS [21] equipment of the
University Biomedical Laboratory, which was used to
build a plot from the signals detected by sensors, that
coincides with the data obtained by the INFRASAL
specialists.

Table 1 shows the data measured with the TSI
equipment, indicating the respirations per minute
(RPM), the minimum and maximum air volume given
in milliliters, the minimum and maximum air flow
in liters per second, the minimum and maximum air
pressure in cm H2O. The equipment was configured
for 15 and 19 RPM, es requested by specialists. When
configured for 15 RPM, the volume transfer obtained
was between 290 and 330 ml, the flow varied from 2.5
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to 3 l/s and the pressure reached a value of 42 cm
H2O. On the other hand, when the equipment was
configured for 19 RPM, a volume transfer between
270 and 320 ml was obtained, the flow varied from
2.5 to 3 l/s and the pressure reached a value of 40 cm
H2O [22, 23]. In both cases, the values obtained are
considered appropriate.

Table 1. Measurements carried out with the TSI equip-
ment

RPM
Volume Flow Pressure

(ml) (l/s) (cm H2O)
Min. Max. Min. Max. Min. Max.

1 15 290 330 2,5 3 - 42
2 19 270 320 2,5 3 - 40

4. Conclusions

Some of the strong proficiencies of the Universidad
Don Bosco are in the areas of electronics, automation
and manufacturing, and thus this work proposes the
design of a mechanical ventilation system assisted by
automatic control systems.

The support provided by the American Space UDB
was key to obtain electronic elements that were not
available at the moment due to the closure of borders
as a consequence of the pandemics, but that are neces-
sary for developing automatic and medical equipment,
which enables to give a fast response to face worldwide
challenges.

Improvements may be implemented in the design
and the prototype which makes it more complex, effi-
cient, precise, but which enables applying it to a larger
number of cases that arise at the medical level.

The systems designed and constructed are versa-
tile, because they may be configured according to the
requirements of doctors and patients in short time,
both face-to-face and remotely. Different programs
may be simultaneously loaded in the PLC, such that
pressing different buttons or changing the position of
a knob, different programs may be called for the oper-
ation of the pneumatic cylinder (cycles, stroke length)
according to the requirement of each patient.

Another advantage of the PLC is that different
clinical sensors may be connected to it, and with the
interpretation of such signals changes in the operat-
ing conditions of the pneumatic control system are
automatically activated.

The system constructed may be used for studies
in medicine, manufacturing, electronics, automation,
both in continuous training of specialists, and in gradu-
ate and undergraduate studies. The objective is always
to provide humanitarian aid.

The physical model constructed may be a reference
for future development of mathematical and simulation

models, in the medical and engineering areas, among
others.
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Abstract Resumen
The World Health Organization (WHO) has declared
a public health pandemic state due to the trans-
mission of the new coronavirus on March 11th, 2020.
COVID-19, that is caused by SARS-CoV-2, has a very
broad clinical spectrum, with predominantly respira-
tory symptoms developments. The role of the health
professionals in fighting the pandemic requires the
use of Personal Protective Equipment (PPE). PFF2 /
N95 masks are suitable PPEs for this purpose. Due to
the high demand for PFF2 / N95 masks to fight the
pandemic, there was a shortage of this PPE world-
wide. This work aims to present a characterization
of the device called DELUX, utilized for UVC (ultra-
violet C light spectra) sterilization of PFF2 / N95
masks, and allowing to extend the time of safe use of
this PPE in emergency conditions. The photometric
validation of the device resulted in the verification
of the emission spectrum of the lamps used in the
device, and the measurement of the optical power,
demonstrating the adequacy of irradiation with UVC
light, with a 15-minute cycle, and safely. Biological
validation showed that DELUX is capable of inacti-
vating SARS-CoV-2 present on the surface of PFF2 /
N95 masks, thus being efficient for their sterilization.
The safety offered by the sterilization cycle allows to
extend the safe use of those masks.

La Organización Mundial de la Salud (OMS) declaró
un estado pandémico de salud pública debido a trans-
misión del nuevo coronavirus el 11 de marzo de 2020.
La COVID-19, causada por el SARS-CoV-2, tiene
un espectro clínico muy amplio, con predomínio de
desarrollos sintomáticos respiratorios. El papel de los
profesionales de salud en la lucha contra pandemia re-
quiere el uso de Equipo de Protección Personal (EPP).
Las máscaras PFF2 / N95 son EPP adecuados para
este propósito. Debido a gran demanda de máscaras
PFF2 / N95 para combatir la pandemia, hubo es-
casez en el mercado. Este trabajo tiene como objetivo
caracterizar un dispositivo denominado DELUX para
la esterilización por UVC (espectros de luz ultravi-
oleta C) de mascarillas PFF2 / N95, ampliando el
tiempo de uso seguro de este EPP en condiciones de
emergencia. La validación fotométrica del dispositivo
permitió la verificación del espectro de emisión de las
lámparas utilizadas en el dispositivo y la medición
de la potencia óptica, demostrando la idoneidad de
la irradiación con luz UVC, en ciclos de 15 minu-
tos, de forma segura. La validación biológica mostró
que DELUX es capaz de inactivar el SARS-CoV-2
presente en la superficie de las mascarillas PFF2 /
N95, siendo así eficiente para su esterilización. La
seguridad que ofrece el ciclo de esterilización permite
extender el tiempo de uso seguro de estas mascarillas.
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1. Introduction

Viruses known as coronaviruses belong to the order
Nidovirales, family Coronaviridae, subfamily Coron-
avirinae, genus Coronavirus (CoVs) [1]. They were first
identified in poultry in the 1930s and many of them
have been associated with respiratory, gastrointestinal,
liver and neurological diseases in animals. Some coro-
naviruses are known to cause disease in humans [2].
Of these, four species (229E, OC43, NL63 and HUK1)
usually cause symptoms of a common cold in humans,
and only rarely can result on a severe lower respira-
tory tract infection, such as pneumonia. These cases
are particularly important in children, the elderly and
immunodepressed patients [3–5].

However, three other species considered zoonoses
(SARS-CoV, MERS-CoV and SARS-CoV-2) are associ-
ated with more severe respiratory infections in humans,
and can be fatal [3,4]. SARS-CoV was identified in 2002
as the cause of Severe Acute Respiratory Syndrome
(SARS), while MERS-CoV was identified in 2012 as
the cause of Middle Eastern Respiratory Syndrome
(MERS) [4]. More recently, SARS-CoV-2 (Figure 1),
known as the new coronavirus, was first detected on
December 2019 in the city of Wuhan (China), and
identified as the etiologic agent of the disease capa-
ble of aggravating the respiratory system [3], [6] with
an important impact on global public health due to
consequent morbidity and mortality worldwide [7,8].
According to the World Health Organization (WHO),
the official nomenclature for the disease caused by
this virus was defined as Coronavirus Disease-2019
(COVID-19) and, on March 11, 2020, WHO declared
a state of pandemic in public health, due to the trans-
mission of the new coronavirus [9, 10].

COVID-19 disease, caused by SARS-CoV-2, has a
very broad clinical spectrum. There are asymptomatic
variations or diverse clinical symptoms, such as sore
throat, diarrhea, anosmia or hyposmia, myalgia, tired-
ness, fatigue, and skin manifestations, like dermatoses
and urticaria were also recorded [8], [11, 12]. However,
mainly respiratory symptoms such as dry cough and
shortness of breath, associated with fever, and other
symptoms mentioned above are directly related to the
high rates of hospitalization and death resulting from
the disease [8], [12].

The health professionals work is fundamental dur-
ing the infection combat, in prevention, detection, pa-
tient treatment and recovery, and these professional
efforts are recognized worldwide [13]. During the profes-
sional activities the use of Personal Protective Equip-
ment (PPE) can provide safety, preventing accidents or
occupational diseases. The Brazilian Health Regulatory
Agency (Agência Nacional de Vigilância Sanitária, An-
visa) determines that the PPE required during the
activities performed by health professionals with possi-
ble exposition to SARS-CoV-2 include: cap, protection

glasses or face shield, mask (surgical or respiratory
protection mask), long-sleeved coat and gloves [14].

Figure 1. Structure of the coronavirus. The envelope,
capsid proteins (S and HE), N protein and viral RNA are
represented

As this is a disease with preferential transmission
through the air, masks are essential PPE in control-
ling the spread of the disease. These devices are also
called Respiratory Protection Equipment (RPE). Sur-
gical masks are indicated to prevent the contamination
of the professionals’ airways by respiratory droplets
(particles larger than 5 µm) when acting less than 1
meter from the patient. However, not all the masks pro-
vide protection against aerosols [14,15]. Although these
masks, as well as fabric masks, are not considered PPE
by Anvisa, their use by the population was mandatory
in several countries, like Brazilian one, in order to con-
tain the transmission of COVID-19. In health services,
masks must be used by asymptomatic patients, visitors,
companions and professionals in administrative areas
who do not have contact with patients at distances of
less than 1 meter [14], [16].

The masks called semi-facial filtering piece (PFF)
are PPEs with a minimum efficiency of 95% in the
filtration of particles up to 0.3 µm. The classification of
masks occurs according to the level of penetration and
breathing resistance, which can be PFF1, PFF2 and
PFF3 in Brazil. For the protection of aerosols (that is,
particles smaller than droplets) containing biological
agents, PFF2 must be used, equivalent to the N95
mask adopted in the United States [14], [16–18].

These RPEs should be used by healthcare profes-
sionals who work in procedures with risk of generating
aerosols, such as collection of nasotracheal secretions,
bronchoscopy, non-invasive ventilation, manual venti-
lation before intubation, intubation or tracheal aspira-
tion, and cardiopulmonary resuscitation. In addition,
they are also recommended to support professionals
who develop their activities in areas of carrying out pro-
cedures that generate aerosols [14], [16]. However, in
cases of prolonged use, it is important that this equip-
ment remains adjusted in the face, and functional. In
this context, the Brazilian Institute for Patient Safety
(IBSP) warns that these masks remain effective when
used for up to 8 consecutive hours [19]. PFF2/N95
masks are formed by superimposed layers of fabric-
non-woven (TNT) polypropylene, which filter the air
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and trap particles in the order of 0.3 µm, including
microorganisms such as the SARS-CoV-2 virus [20].

The impact of the COVID-19 pandemic on health-
care services included the high demand for PPE used
by healthcare professionals in the combat of the coron-
avirus, resulting in a shortage of supply of this equip-
ment. Although not ideal, the lack of availability of
PFF2/N95 masks on the market makes the reuse of
these PPEs necessary. The Anvisa angency states that
respiratory protection masks may, exceptionally, be
used for a longer period or for several times greater
than that foreseen by the manufacturer. However, the
reuse of these PPE for a time beyond what is consid-
ered safe exposes health professionals to contamination
by the virus, due to the conditions of prolonged use,
handling and storage. Some Anvisa recommendations
described in the Technical Note GVIMS/GGTES/AN-
VISA N. 04/2020 [16] indicates the proper use of this
PPE that must be followed. The reprocessing of a PPE
regularized at Anvisa as disposable must ensure that
it is as safe as a new PPE, in addition to not affecting
the performance characteristics. Possible reprocessing
protocols must be validated in order to guarantee the
sterilization of the product as well as its integrity and
functionality [16].

Among the alternatives developed to ensure safety
in the extension of the useful life and reuse of these
masks, the sterilization of these equipments with UVC
radiation has shown to be promising. This technique,
in addition to enabling the reuse of masks quickly,
does not require large infrastructure and elaborate
spaces, as well as the frequent replacement of supplies.
Thus, the use of a sterilization device with such a func-
tion guarantees a versatile possibility so that, at first,
healthcare workers can sterilize their PPE safely and
quickly [21].

This paper aims to characterize a low-cost and fast
production equipment, developed in the ABC region
of São Paulo, for the sterilization of PFF2/N95 masks,
with the proposal to extend the time of use of this PPE
in emergency conditions of shortages in the market
due to the current COVID-19 pandemic.

2. Materials and methods

2.1. Emission of UVC lamps

The characterizations of the emission spectrum of the
UVC lamps (PURITEC 15W, Osram, Brasil) used in
the DELUX device was carried out using three different
devices.

2.1.1. Ultraviolet-visible photodiode spec-
trophotometer (Cary 50, Varian)

Measurements were taken to obtain the emission spec-
trum of UVC lamps (PURITEC 15W, Osram, Brasil).

2.1.2. OCEAN OPTICS spectrometer (UV-
VIS-NIR spectrometer)

This spectrometer is coupled to an optical fiber (φ=400
nm) to measure the emission of the UVC lamp in loco,
that is, inside the sterilization and measurement equip-
ment of the internal environment of the irradiation
chamber.

2.1.3. FieldMaxII-TO optical powermeter
(Coherent-USA)

Powermeter was coupled to the PM10 sensor
(Coherent-USA) to measure the power values per area
(mW/cm2) through the PM10 semiconductor sensor
in the desired spectral region.

2.2. Biological Tests

Validation of efficacy was carried out together with
the ABC Medical School (FMABC). To ensure the cor-
rect PFF2/N95 mask sterilization through the DELUX
system, a methodology was proposed to assess the ef-
fectiveness against the presence of viruses after the ster-
ilization cycle. For this study the virus were detected
using RT-PCR (polymerase chain reaction) [22,23].

Three N95 masks of the same type used by health
professionals during their daily activities were used
(in particular the respiratory mask 8801H 9 PFF-2
Respirators for biological risks (Brand: 3M®, Brasil)
A control sample with the SARS-CoV-2 virus was
used to mimic the contamination on the front of the
mask, following the experimental procedures. Initially
a swab containing a viral sample was used to spread
the contents from bottom to top and left to right. The
swab was used for 6 times for spreading in the anterior
direction of each of the masks, and rested at room
temperature for 3 minutes, in biosafety cabinet. The
masks were then positioned in the DELUX device in
order to maximize their complete illumination with
UVC light. Irradiation of the masks with UVC light
was carried out in a single 15-minute cycle.

After irradiation, samples were collected from the
masks. For this purpose, the masks were kept for 1
minute in a biosafety cabinet, and using a sterile swab
was rubbed on the surface of the mask in the anterior
region from the bottom to the top and from the left
to the right, repeated 6 times. The swab was placed
in an extraction solution in order to obtain the viral
RNA. RNA extraction and amplification followed the
Centers for Disease Control and Prevention (CDC)
protocol.

3. Results and discussion

For the sterilization of PFF2/N95 masks, one of the
possible measures adopted worldwide is sterilization
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with UVC radiation, a physical agent. Ultraviolet light
is in the electromagnetic spectrum, and UVC radiation
comprises wavelengths between 190 and 280 nm, lo-
cated within the spectrum of UV light (electromagnetic
spectrum between 100 and 390 nm). However, wave-
lengths below 200 nm have no biological significance,
as they are intensely absorbed by air [24].

UVC radiation lamps used for germicidal action
usually have peak emission at a wavelength of 254
nm. This parameter is suitable for the inactivation
of several microorganisms, including coronaviruses, as
stated in previous studies with SARS-CoV and MERS-
CoV [25,26]. The photolytic effect of UVC radiation
is capable of destroying or inactivating the microor-
ganism, preventing it from multiplying. It is intensely
absorbed by nucleic acids and proteins, causing the
disruption of nucleic acid bases and the inactivation
of enzymes. Unlike other techniques, its photolytic
action rarely produces potentially dangerous by prod-
ucts [27–29].

The device called DELUX (Figure 2) was devel-
oped in partnerships with the ABC School of Medicine,
FMABC, and with the company based in the ABC
region of São Paulo (named Ecosan). The device was
made with materials compatible with the purpose and
use, mainly using 304 stainless steel sheets, carrying
handle, electrical system to drive 4 ultraviolet light
lamps (PURITEC 15W, Osram, Brasil), automated
timer system, lamp activation indicator LED and safety
system to prevent the activation of the lamps with the
equipment open.

(a)

(b)

Figure 2. DELUX. (a) prototype, (b) device

The device allows the simultaneous accommoda-
tion of up to 16 masks, in niches that allow the iden-
tification of each mask. It was carried out with the
validation of the photometric efficacy of the device
and the verification of the biological efficacy against
the coronavirus.

3.1. Photometric Measures

Ultraviolet light (UV) is part of the electromagnetic
spectrum characterized by wavelengths (λ) smaller
than those of the visible light (VIS) spectrum, which
varies between 400nm - 800nm. The spectral range of
UV light is between 100 - 400 nm, and it is divided
into 3 different regions: UVA (long-wave) between 315
- 400 nm; UVB (medium-wave) between 280-315 nm,
and UVC (short-wave) between 100 - 280 nm [24].
UVC light has a germicidal effect compared to visible
light [24], [28, 29].

Regarding safety, exposure to UVC can cause sev-
eral adverse biological effects, such as acute inflam-
mation of human tissues, conjunctivitis, erythema, in
addition to being associated with chromosomal alter-
ations that can even cause some types of cancer [24].
Thus, the use of UV light must be carried out care-
fully to prevent possible adverse effects. The biological
effects of the action of UV light can be evaluated as a
function of damage through the parameter of Relative
Spectral Effectiveness, S(λ), thus when exposure to
UV light occurs, care must be taken [24], [26], [28, 29].

The measurements of the optical power of the lamps
used in the DELUX prototype were started with the
photometric characterization of the PURITEC 15W,
(Osram, Brasil), by measuring the emission spectrum
in the UV-VIS region (Varian spectrophotometer), as
shown in Figure 3. Typical emission peaks at specific
wavelengths were observed.

(a)

(b)

Figure 3. (a) Experimental setup with the light probe
(Ocean Optics). (b) Emission spectra of a white light lamp
(LampTETO) and UVC light (LampUV). Emission peaks
in the region of interest, below 400 nm.
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The measurements of the power emission intensities
were complemented with the optical powermeter. Mea-
surements of the power emitted by the UVC lamp were
performed using peak emission at λ = 256 nm, and
λ = 438 nm, shown in Figure 4. These data allowed
us to evaluate the emission of the UVC lamps used in
DELUX at the relevant wavelengths (λ) (Figure 4).

Figure 4. Assembly for measuring the power of UV light
emitted by UV lamps. Measurements were performed with
two different power probes (Coherent), OP2-VIS and PM10
(for UVC). Height (H), optical power (P)

Temporal measurements of UVC light emission (at
256 nm) were performed from the moment the lamps
were turned on at an interval of 800 s. Figure 4 shows
the kinetic curve of the UV lamp emission. We ob-
serve that the power emission efficiency of the lamp
increases from exponential-like transient to constant
emission (Figure 5).

Measurements were performed using the UV lamps
in the interior of the device, and possible leak of light
to the exterior of the device was verified. The equip-
ment has the installation of rubber blankets that were
effective for the complete blocking of light. Measure-
ments of light power were not obtained on the outside
of the device, closed and turned on, with activation of
the lamps, which is an important result to guarantee
safety for users.

For sterilization to be effective, some factors must
be taken into account. The dose (or intensity) of light
delivered (J/cm2) is determined by the product be-
tween the irradiance of the light source (mW/cm2)
and the irradiation time. The dose of light must be
sufficient and adequate to penetrate the material to
be sterilized. The penetration of light radiation is con-
trolled by the material’s absorption coefficient: the
lower the coefficient, the greater the success of the
application [28,29].

Figure 5. Kinetic curve of UV lamp emission. Temporal
measurements. Red dots are the monoexponential fit of
light emission at 256 nm (10Hz). Black line is dot smooth-
ing (FFT - Origin). Solid green line is the monoexponential
fit of the experimental data, UVC lamp emission reaches
maximum value of 25mW after 400s. Minimum power emit-
ted ∼8 mW

The sterilization efficiency also depends on the reg-
ularity and exposed area on the material surface, as
there is a minimum dose of UVC radiation to inactivate
the microorganisms [20,21], [28,29]. Thus, a successful
sterilization will only occur if the entire surface of the
material is exposed to UVC radiation, as any shadows
produced by the fabric layers of the masks can reduce
the effectiveness of the sterilization. As the surface
requires high intensity UV light, the lamps must be
close to the material to be sterilized [30].

Different mask models may have different steril-
ization results [21]. Models with extra layers of outer
protection can make it difficult or even prevent UVC
light from penetrating the innermost layers. There are
more studies that allow the standardization of this
procedure, and individual tests are recommended for
each type of mask that is used in a particular loca-
tion [21], [31].

The recommended dose of UVC radiation to ensure
effective sterilization is 1 J/cm2. The dose between 0.5-
1.8 J/cm2 was able to inactivate 99.9% of pathogens,
such as some types of Influenza A, MERS-CoV, SARS-
CoV and the MS2 bacteriophage. The mask’s filtering
capacity was maintained even with high doses of UVC
radiation [20,21], [28–31].

The use of UVC light is a possible solution for
the sterilization of N95 masks in their reuse, as they
have antimicrobial and antiviral effects and do not
generate toxic residues that may remain in the masks.
UVC radiation can promote the degradation of the
polypropylene that makes up the filtering layers, but
this is a slow process, in which doses lower than 950
J/cm2 do not present any significant loss of filtration
efficiency [32,33].
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3.2. Biological Tests

Upon analyzing the results, all samples were classified
as «Not Detected». It was possible to conclude that
the samples tested after the SARS-CoV-2 scattering
procedure and submitted to DELUX presented a «Not
Detected» result, showing that the 15 minute UVC
light cycle with the DELUX device was sufficient to
sterilize the masks.

Due to high demand associated with production
and logistical difficulties, the quantity of N95 masks
was shown to be limited and insufficient to attend
healthcare professionals during a pandemic situation
[34,35]. The Anvisa determines that, due to the pub-
lic health emergency situations, exceptionally, these
masks can be used for longer periods of time and for
a several times greater than the specifications pro-
vided by the manufacturer, which must be followed
by some precautions. These must include PPE pro-
tection, proper handling and inspection before each
period of usage [36, 37]. The reuse limit is not stipu-
lated by Anvisa, which must be recommended by each
healthcare facility, and proper protocols related to the
reuse of these PPE are encouraged, as well as, health
professionals care with the PPE.

A review study demonstrated that an irradiation
dose of 4 J/cm2 resulted in a 3-log (99.9%) reduction
in viral presence, which represents a total decontami-
nation in models using Influenza virus [31]. In addition
to the irradiation dose, the time elapsed after con-
tamination also results in a decrease in the presence
of microorganisms, with a reduction of 1 log (90%)
occurring after 24 hours [31]. Studies consider a pe-
riod of 60 seconds of irradiation for sterilization [38].
For the MERS-CoV virus, the appropriate time was
5 minutes [26]. Meanwhile for the H1N1 virus, the
appropriate time was 15 minutes, and the distance
between the UVC lamp and the masks was 25 centime-
ters [39]. The DELUX device was based on 15 minute
cycle sterilization, proposing a unique cycle per day
per mask.

In Brazil, due to lack of founds, many centers do not
have space or equipment to implement or develop pro-
tocols regarding sterilization by ultraviolet radiation
(UVC), and the lack of this PPE has been a persistent
problem since the beginning of the pandemic. This
study allowed the characterization of the DELUX de-
vice that can be used to sterilize PFF2/N95 masks
using UVC radiation, in a standardized way, ensuring
the extension of the time of use of these PPEs safely
for health professionals, as shown by photometric and
biological characterizations.

Another advantage of this UVC PFF2/N95 masks
sterilization includes the reduction of potentially in-
fectious waste generated by the disposal of the large
amount of masks used in the COVID-19 pandemic [40].

4. Conclusions

The DELUX device is based on the UVC sterilization
strategy for irradiating PFF2/N95 masks with a 15
minute cycle. It is a low-cost, fast and effective device
to sterilize PFF2/N95 masks, allowing for its proper
and safe reuse in order to alleviate the shortage of
PPE during the COVID-19 pandemic. The photomet-
ric measurements show that the DELUX can make an
adequate UVC-light irradiation, resulting in an effi-
cient sterilization on masks. Additionaly, photometric
measurements allowed, guarantying a safe device to
handle with. The biologic characterization resulted in
inactivation of SARS-CoV-2 on the masks surface.
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Abstract Resumen
COVID-19 has caused serious health damage, infect-
ing millions of people and unfortunately causing the
several deaths around the world. The vaccination
programs of each government have reduced those
rates. Nevertheless, new coronavirus mutations have
emerged in different countries, which are highly conta-
gious, causing concern with vaccination effectiveness.
So far, wearing facemasks in public continues be-
ing the most effective protocol to avoid and prevent
COVID-19 spread. In this context, there is a demand
of automatic facemask detection services to remind
people the importance of wearing them appropriately.
In this work, a performance evaluation of an AIoT
system to detect correct, inappropriate, and non- face-
mask wearing, based on two computational models:
Cloud and Edge, was conducted. Having as objective
to determine which model better suits a real envi-
ronment (indoor and outdoor), based on: reliability
of the detector algorithm, use of computational re-
sources, and response time. Experimental results show
that Edge-implementation got better performance in
comparison to Cloud-implementation.

La COVID-19 ha provocado graves daños a la salud:
centenas de millones de personas infectadas y varios
millones de fallecidos en el mundo. Los programas
de vacunación de cada Gobierno han influido en el
decaimiento de estos índices, pero con la aparición de
nuevas mutaciones del coronavirus más contagiosas,
la preocupación sobre la efectividad de las vacunas
se hace presente. Frente a esta situación el uso de
mascarillas sigue siendo eficaz para prevenir la trans-
misión y contagio de la COVID-19. Lo que ha gener-
ado una creciente demanda de servicios de detección
automática de mascarillas, que permita recordar a
las personas la importancia del empleo de estas. En
este trabajo se plantea un análisis del rendimiento de
un sistema AIoT para la detección del uso correcto,
incorrecto y sin mascarilla basado en dos modelos
computacionales de Cloud y Edge, con la finalidad de
determinar qué modelo se adecua mejor en un entorno
real (interior y exterior) sobre la base de la confiabi-
lidad del algoritmo, uso de recursos computacionales
y tiempo de respuesta. Los resultados experimenta-
les demuestran que el modelo computacional Edge
presentó un mejor desempeño en comparación con el
Cloud.

Keywords: AIoT, COVID-19, Cloud Computing,
Edge Computing, Face mask detection, YOLO

Palabras clave: AIoT, COVID-19, computación en
la nube, computación de borde, detección de máscara
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1. Introduction

Humanity is experiencing a health crisis due to COVID-
19, caused by the new SARS-CoV-2 coronavirus strain
[1], which has unexpectedly and dramatically affected
people’s health, economy and lifestyle worldwide. The
origin of the virus was identified at the end of 2019
in the city of Wuhan, China. Subsequently, the virus
spread worldwide and on March 11, 2020 it was de-
clared by the World Health Organization (WHO) as a
global COVID-19 pandemic [2]. SARS-CoV-2 attacks
people’s immune systems. Although most people who
get infected with the virus have mild and moderate
symptoms, another significant group of people need
hospitalization, and even the use of ICU beds (In-
tensive Care Unit). This virus is transmitted mainly
through microscopic droplets of cellular plasma ex-
pelled by the infected person when coughing, sneezing,
or exhaling [3].

Twenty months of pandemic have marked the his-
tory of human health, which is evidenced by official
statistical data. To date, December 3, 2021, globally,
according to WHO statistics (2021), a little more than
two hundred and sixty-three million cases have been
confirmed, of which more than five million died. On
the continental level, America has the highest rate
of infection in relation to the other five continents,
nearly 97 million confirmed cases have been reported,
of which more than two million people died. While in
Ecuador, more than five hundred and twenty-seven
thousand confirmed cases are recorded and more than
thirty-three thousand have died [4].

To neutralize the COVID-19 pandemic, world lead-
ers made crucial decisions, leading to collateral prob-
lems from which humanity is still recovering. Measures
include global confinement, implementation of safety
protocols, and even the invention and distribution of
vaccines.

At the local level, in mid-March 2020, the Ecuado-
rian government declared a state of emergency, which
involved restrictions on mobility, isolation, and border
closures, which severely affected the country’s econ-
omy. Companies had to abruptly halt their production,
and government, educational and financial institutions
were forced to continue their activities online.

After four and a half months of confinement, the
country’s economy did not resist and confinement re-
strictions were gradually eliminated; but biosafety pro-
tocols had to be implemented by the community to
work face-to-face. To prevent the spread of SARS-
CoV-2 virus, each individual is required: compulsory
use of masks, avoid conglomerations, keep distance,
wash hands regularly with soap, and continuously dis-
infect commonly used surfaces with alcohol. Strict
monitoring of biosafety protocols has been the key to
preventing the virus, since initially, there was no spe-
cialized medicine and vaccine to protect people because

SARS-CoV2 was new. Several COVID-19 vaccines are
currently available.

The Pan American Health Organization (PAHO)
[5], on its official website, has made available to the ge-
neral public information related to COVID-19 vaccines,
including Pfizer/BioNTech, Moderna, AztraZeneca,
Janseen, Sinopharm, and Sinovac. Although there
are several vaccines, the vaccination process does not
progress as planned. According to statistics [6], to date
(December 2021) 54.9% of the world’s population has
received at least one dose of the COVID-19 vaccine.
More than eight billion doses have been administered
worldwide, and thirty-four million doses are adminis-
tered each day.

Simultaneously with the global vaccination pro-
cess, new variants of the COVID-19 virus have been
identified in different regions of the world. The high
number of infected people increases the risk of virus´s
mutations. The more the virus spreads, the smaller
changes occur in its genetic code, allowing it to survive
and reproduce. Multiple variants circulate globally, for
example: the UK variant, known as Alpha; the South
African variant, known as Beta; the Brazilian variant,
known as Gamma, the Indian variant, known as Delta;
and the last one known as Omicron detected in South
Africa. According to experts, viruses mutate all the
time, and most changes are irrelevant, but others can
make the disease more infectious or threatening, and
these mutations tend to dominate [7].

The goal of vaccination is to achieve global collec-
tive immunity to prevent SARS-CoV-2 from continuing
to mutate, becoming more resistant to current vaccines
and causing more periods of mass mortality. However,
PAHO, at the end of the first week of August, due to a
high rate of contagion of the variant (VOC) Delta, in
several countries, inside and outside America, recom-
mends reviewing contingency plans and be prepare for
an eventual increase in cases and hospitalizations, em-
phasizing in that report that social distancing, the use
of masks, and the use of antiseptic solutions continue to
be the most effective measures to reduce transmission
of this and all variants. From the above data, it can be
deduced that COVID-19 pandemic has not yet ended,
the future is uncertain. Research and innovation are
therefore needed to provide technological contributions
to society in the fight against COVID-19 pandemic.

This paper describes the design, implementation,
and performance analysis of a system based on two
cloud and edge computing models, applied to real-time
mask usage detection by using artificial intelligence
of things (AIoT). The importance of system develop-
ment and evaluation lies in the fact that it analyzes
response time, detection algorithm performance, and
computational resources.

The article is organized as follows. Section II de-
scribes the proposed method, and details the com-
putational designs and components used. Section III
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presents the results of the analysis of computer models.
Finally, Section IV shows the conclusions and future
work.

2. Materials and methods

The research was divided into five phases (see Figure
1) through an experimental design and quantitative
approach. Then, the activities that were carried out
in each of the phases are detailed:

• State-of-the-art analysis of enabling technologies
for AIoT, related works and detection algorithms
to detect the use of masks in real time.

• Design of an architecture and determination of
hardware and software components for deploy-
ment of computing models in the cloud and on
the edge of the network.

• Development in the stage in which software and
hardware components are integrated, and the
real-time mask detection and execution algo-
rithm implemented in both computational mod-
els.

• Evaluation of the stage in which a controlled
scenario and real scenarios are determined to
perform tests that allow validating the perfor-
mance of the computational models.

• Analysis of results to determine the performance
of resources used in both computer models. Met-
rics collected include the demand for computing
resources (CPU, RAM, memory, and storage),
and system response time. To analyze the perfor-
mance of the detection algorithm, the accuracy,
precision, revocation, harmonic mean, and mean
of the average accuracy are evaluated.

1. Análisis

2. Diseño

3. Desarrollo 5. Resultados

3. Evaluación

Tecnologías AIoT
Algoritmos de

detección

Arquitectura
Hardware y

software

Implementación
Integración

Escenario
Métricas

Desempeño
Análisis de
métricas

Figure 1. Methodology

2.1. Architecture

For developing the system, a comparison strategy was
designed to allow the two computer models to be
equipped with the same or similar capabilities. How-
ever, because each implementation has intrinsic char-
acteristics that differentiate them from each other,
the comparison strategy was designed with two struc-
tures, one common to both computational models and
the one specific to each one. In Figure 2 can be ob-
served the layout of each of the hardware and software
components that are part of the system architecture,
segmented into: scenario, sensors and actuators, com-
putational models, and actuators.

The system architecture integrates an IP camera to
obtain the video from the test scenario, which is sent
via Real Time Transmission Protocol (RTSP) to the
two computer models. Video processing is performed
by applying the real-time object detection algorithm
based on YOLOv3 («You only look once v3») to deter-
mine correct and incorrect use and no mask. The Edge
computational model performs real-time inference and
presents the results on a screen by ticking the faces
depending on the result with «correct mask», «incor-
rect mask» and «no mask». Audible and visual alarms
are generated, and it is then sent to a web platform
in the cloud to store the processed images. While the
processing is carried out in the Cloud computational
model and the result can be visualized through a de-
vice and the inference is stored as detailed in the Edge
model.
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Figure 2. System architecture

2.1.1. Common structure for Cloud and Edge

According to [8], comparative analysis is emphasized
in the broad explanation of similarities and differences
of phenomena to provide valid reasons in a topic or
area of interest. Consequently, this section describes
the "similarities" of the comparison strategy between
Cloud and Edge computing models. To evaluate the
performance of the AIoT algorithm, it was discussed
the use of the same transmission protocol, codec video,
visual sensor (IP camera), training dataset, training
algorithm, evaluation dataset, and execution algorithm
for real-time mask detection in both models

2.1.2. Transmission protocol

Currently, there are several streaming protocols such
as Real Time Streaming Protocol (RTSP), Real-Time
Messaging Protocol (RTMP), Secure Reliable Trans-
port (SRT), and WebRTC (RTC – Real Time Commu-
nication) [9]. In selecting the transmission protocol to
be used in the comparative strategy of this research,
the results of recent research and the compatibility of
the transmission protocol with the surveillance video
cameras available in the market were taken into ac-
count. According to [10], one of the most widely used
streaming video protocols is RTSP, especially in envi-
ronments with bandwidth restrictions, network conges-
tion, energy efficiency, cost, reliability, and connectivity.
Whereas, according to [11], the RTMP protocol offers
better performance in live video streaming compared
to the RTSP protocol.

When reviewing the compatibility of transmission
protocols with the visual sensors (video surveillance
cameras) offered in the market, cameras were found
with two RTMP and RTSP protocols. To implement
the RTMP protocol push mechanism, another com-
ponent (a streaming server) must be added to the
network, altering the flow of data across the network
and the comparison architecture, and impacting the

traffic analysis result. On the other hand, the RTSP
protocol pull mechanism is a convenient option to im-
plement since both Cloud and Edge computing models
can be connected to the same visual sensor (IP surveil-
lance camera). Therefore, RTSP was selected as the
transmission protocol for the comparative strategy,
because it is better suited to the proposed comparison
architecture.

2.1.3. Codec video

According to [11], the H.264 codec video is one of
the most functional compression standards in Internet
of Things (IoT) applications because it occupies less
capacity when stored or transmitted. Also, the video
compression standards of the H.264 codec are based
on motion compensation. This codec is highly recom-
mended for recording, compressing and distributing
video files in real time [12]. Also, the H.264 codec video
supports the RTSP protocol and is available in many of
the visual sensors offered on the local market. Finally,
based on the latter, it is determined that the H.264
codec is compatible with the proposed architecture.

2.1.4. Mask detection algorithm

AIoT combines two approaches, namely IoT and Ar-
tificial Intelligence (AI). [13]. IoT approach refers to
the concept of interconnecting objects to the network,
so that information can be collected through sensors
automatically, without the exclusive intervention of
people [14]. While AI refers to the approach of provid-
ing intelligence machines through algorithms, so that
they can make decisions based on previously received
training [15]. By uniting both approaches, an attempt
is made to adhere a cognitive layer to the network, to
achieve resource optimization through the autonomy
that can be provided to machines to analyze situations
and make decisions.

Media processing is a major challenge for AIoT
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algorithms due to the large amount of data that this
activity involves and due to the limited resources of
IoT. In this case study "real-time mask use detection",
the aim is to evaluate the performance of AIoT al-
gorithms in Cloud and Edge computing models. For
which, in the state-of- the-art it was identified that
the technical solution for this type of object recog-
nition problems is AIoT algorithms, based on Deep
Learning with CNN (Convolutional Neural Network)
architectures [16].

In terms of real-time object detection, the liter-
ature highlights the detector models of a stage for
better performance compared to two stages. YOLO
algorithm, a single-stage detector model, is character-
ized by a significant difference in speed compared to
the two-stage R-CNN (Region Based Convolutional
Neural Networks) and Fast-R-CNN models. YOLO is
a thousand times faster than R-CNN and a hundred
times faster than Fast-R-CNN [16]. In contrast to the
approach adopted by YOLO’s predecessor object de-
tection algorithms, which reuse classifiers to perform
detection, YOLO proposes the use of an end-to-end
neural network that makes predictions of bounding
boxes and class probabilities simultaneously in a single
iteration [14].

For the present strategy of comparing the perfor-
mance of AIoT algorithms between the Cloud and
Edge computational models, it was decided to select
the reduced version of YOLOv3, identified as YOLOv3-
tiny for two reasons. The first is that this version is a
small model ideal for deployments where computing re-
sources are limited; i.e., it is compatible with the Edge
deployment architecture, which is conducive to equi-
table comparison. While the second reason is because it
is the latest version recognized as official, which means
that it has access to the official support of the develop-
ment community. YOLO model is widely implemented
in solutions that require real-time object identification,
due to its architecture and operation [16–19].

YOLOv3 was proposed as a solution that uses mod-
ern CNN, which uses residual networks and omits con-
nections. According to [14], authors of YOLOv3, this
version uses the much more complex Darknet-53 convo-
lutional neural network as the model’s spine, 106-layer
with residual blocks and superior sampling networks.
This architecture enables the YOLOv3 model to pre-
dict at 3 different scales, and extract feature maps at
layers 82, 94, and 106 for these predictions.

2.1.5. Dataset

A training and validation image set is required for the
detection algorithm preparation process. This work
requires training the real-time object detector algo-
rithm YOLOv3-tiny, so that it learns and detects three
classes. In other words, for the implementation of the
present case study "detection of mask use" the detec-

tion algorithm of people with 1) correct use of mask, 2)
no mask and 3) incorrect use of mask will be trained.
Figure 3 illustrates the dataset with the three required
classes.

Figure 3. Dataset with three types: correct use of mask,
no mask, incorrect use of mask

The dataset must contain information relevant to
the context, i.e., images of people using masks of dif-
ferent colors and models for the first class; images of
people of different ages and ethnicity for the second
class; and images of people using the mask incorrectly,
below the nose or mouth, for the third class.

For algorithm training, the dataset was customized
by randomly selecting images from two public datasets
Kaggle Medical Mask Dataset [20] and Masked Face
(MAFA) dataset [21], because such datasets contain
real images of people in different backgrounds, unlike
other datasets that contain all three classes, but cor-
respond only to the person’s face. According to [17],
in-context information is another approach used to
improve detection accuracy or speed. Additionally, for
the training of the detector algorithm, it is planned to
divide the custom dataset according to the hold-out
technique, which consists of dividing the dataset into
two subsets of 80% for training and the remaining 20%
of the data for testing [22]. In this way, the performance
of the algorithm on unseen data can be evaluated af-
ter training [23]. While, in the execution phase of the
training of the neuroneal network specialized in the
detection of masks, the technique «transfer learning»
is used, which consists of transferring knowledge of
a pre-trained model in a general context to a more
specific one [24], i.e., for the detection of the 3 classes
(with mask, without mask and incorrect mask) the
base model of pre-trained YOLOv3-tiny will be used
for detecting 80 classes of objects.

2.2. Execution algorithm in real time

Algorithm 1 describes by pseudo code the process for
detecting all three classes (correct use of mask, no
mask, and incorrect use of mask). This algorithm has
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as input the flow of images (video stream) captured
by the visual sensor of the network, while the output
will be the detection(s) of people classified in the three
options.

Before the detection process, it is necessary to pre-
pare each frame of the video stream, by resizing the
frame to multiple scales based on the YOLOv3-tiny
architecture. Each frame is converted to RGB (red,
green, blue) channels. Finally, the frame and its cap-
ture date are stored. All detections are then stored
in the "Face" array using YOLOv3- tiny. Then, it is
necessary to evaluate if there is any detection in the
current frame; i.e., if the "Face" array contains any
elements (higher than zero).

In case that there is no detection in the current
frame, the process is completed, and the next frame
of the video stream is worked on. Whereas, if there is
at least one detection in the face array, it is required
to evaluate for each detection the class to which it
belongs to, to highlight its bounding box and assign
the corresponding class label (ID - identification). In
case that: 1) If the ID detection belongs to the "with
mask" class, the green bounding box is highlighted; 2)
if the ID detection belongs to the "without mask" class,
the red bounding box is highlighted; and 3) if the ID
detection corresponds to the "wrong mask" class, the
orange bounding box is highlighted. In addition, for
each detection, the detection bounding box must be
cut and stored in JPG format with the date and time
of detection.

Algorithm 1 Mask detector from real-time video.
RTSP stream. Detection of mask foreach <Frame
in Stream> do

Redimension Frame;
Convert Frame to RGB;
Store date and time;
Identify Faces in the Frame using YOLOv3-tiny;
if Faces > 0 then

foreach Face in Faces do
switch Face do

case Correct use of mask do
Highlight the Frame in gree

case No mask do
Highlight the Frame with red

case Incorrect use of mask do
Highlight the Frame with OR-
ANGE

Cut Face and store Frame as a JPG file;
Store Face, Dateandhour in the database;

2.3. Edge architecture design

Figure 4 illustrates the architecture design of the Edge
computational model. The central processing unit is
the Jetson Nano component, which has as input the

video stream captured by the network’s visual sensor
(TPLINK tapo C310 V2 IP camera).

Figure 4. Architecture of the Edge computational model

The AIoT algorithm for real-time mask usage de-
tection is executed on the central processing unit. Sub-
sequently, four outputs occur on the system actuators
in case of a detection: 1) the transmission of the images
corresponding to the detections to a cloud repository,
2) an audible alert that highlights the detection class,
3) the activation of LEDs depending on the detected
class, and 4) the display of the detection on a screen.
Finally, Figure 5 shows the inference results in the
Edge computational model.

Figure 5. Inference results in the Edge computational
model

2.4. Cloud architecture design

Cloud platforms allow end users to deploy their AIoT
solutions based on real-time video streaming, analysis,
and storage, including Amazon Web Service (AWS)
Kinesis Video Stream (KVS) and SafetyRadar [25].
The first platforms are characterized by offering dif-
ferent types of object detection, for example, houses,
cars, animals, etc. The detection of different objects
to be implemented requires technical knowledge to use
these platforms, while the SafetyRadar platform spe-
cializes in the detection of masks and other biosafety
implements, offering plug and play technology, hence
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no technical expertise is required for deployment. How-
ever, all three platforms are paid.

For the present work, a custom architecture was
designed for the cloud computing model, with control
over the different network components. Generally, plat-
forms do not allow the extraction of metrics required
for comparison, which is the aim of this investigation.

Figure 6 illustrates the architecture design of the
Cloud computational model. The video stream cap-
tured by the network’s visual sensor is accessed via the
RTSP transmission protocol from the local network.
While two components are arranged in the cloud us-
ing a container architecture, specifically Docker [25],
enabling the deployment and replication process of
the deployment to be streamlined. The first container
processes the video stream, while the second container
publishes the results of the processing. In container 1,
after the multimedia data, the input data is processed
according to business logic, with the execution of the
AIoT algorithm for the detection of mask use in real
time. The results of such processing are then stored;
in this case, the images with the detections performed.
Finally, events made in a log are saved. Meanwhile
container 2 presents the results so that end users can
connect to the server and use the information they
want through a Website.

Figure 6. Architecture of Cloud computational model

Figure 7 shows the inference results of the Cloud
computational model.

Figure 7. Inference results of the Cloud computational
model

2.5. Technology used

Table 1 shows a summary of the technology used in
this research. The first column identifies the technol-
ogy used, the second column corresponds to the Cloud
or Edge computational model where the technology is
applied; the third column indicates which component
to use. The last column provides justification for the
use of each technology.

Table 1. Summary of technologies used

Tecnology Model Component Justificación
JetPack
SDK
4.5.1 [26]

Edge Processing
Includes Jetson Linux Driver Pack (L4T) with
Linux operating system and CUDA-accelerated
libraries (TensorRT and cuDNN), for AI APIs.

Python3
[27]

Edge
Cloud Processing

Base language for video processing, results pub-
lication, and integration with vision and AI
libraries.

Deepstream
SDK
5.1 [28]

Edge Processing

This Nvidia SDK provides a framework for
building GPU-accelerated video analytics ap-
plications that run on the NVIDIA Jetson
Nano platform.

Deepstream-
services-
library
[29]

Edge Processing Python3 library required to make use of the
deepstream SDK functionalities.

MySQLdb
[30] Edge Results Provides the Python API to access the MySQL

database server.
rclone
[31] Edge Results Required to manage files in cloud storage.

Docker
[32] Cloud Processing

It allows automating the deployment of the
application in the containers located in the
cloud.

Camgear
[33] Cloud Processing

It is a high-performance, cross-platform video
processing framework that enables real-time
video processing.

OpenCV
[34] Cloud Processing

Library that allows to process artificial vision
in Python3. This facilitates in the first instance
the reading of the trained model of YOLOv3-
tiny, and later in the detection for each pro-
cessed frame.

Firebase
[35] Cloud Processing It allows to store the Results of the detections

in real time.

Flask [36] Cloud Results Framework that is used for the creation of the
web application.

Bootstrap
[37] Cloud Results Library for the design of the application that

allows publishing the Results.

2.6. Experimental configuration

The image tagging and custom dataset splitting pro-
cesses to be used in mask detection algorithm are
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performed using the Python3 programming language.
The dataset was divided with a distribution of 80%
(716 images) for training and the remaining 20% (179
images) for testing (see Figure 8). The images in the
custom training dataset contain the detection of one
person or more people in the training, representing
3070 people with correct use of mask, 675 without
mask and 113 with incorrect use of mask.

Figure 8. Dataset distribution for training and validation

The Google Colab [38] tool was used to run the
AIoT algorithm training process, which has three in-
puts: 80% of the dataset images, YOLOv3-tiny config-
uration file (see Table 2 for configuration parameters),
and YOLOv3-tiny pre-trained weight file with COCO
dataset [39].

Table 2. Configuration training values for neuronal net-
work

Detail Calculus Value
Number of classes Correct use of

mask, no mask
and incorrect use
of mask

classes=3

Maximum batch size 30000 (10000 per
class)

max_batches =
30000

Dimensions of input image width × height =
416 × 416

width=416
height=416

Number of filters in the
convolutional later before
YOLOv3-tin layer

(classes+5)*3 =
24

filters=24

Batch size and its sub-
divisions for training

batch=64
subdivisions=2

The training process lasted 16 hours, obtaining a
mean accuracy (mAP) of 75.95%. Finally, the trained
neuronal network was validated with the remaining
20% of the dataset (79 images), representing 162 people
with correct use of mask, 42 without mask and 10 with
incorrect use of mask. Table 3 shows the validation
results.

Table 3. Validation results of the detection algorithm

Class Precisión
Correct use of mask 85,97 %
No mask 68,72 %
Incorrect use of mask 73,15 %
mAP 73,15 %

3. Results and discussion

This section presents the results of the different ex-
periments in two real scenarios to determine the per-
formance of the two computational models. In this
context, two environments were selected. The first in-
door scenario corresponds to the entrance of people to
a local church to participate in the Sunday Eucharist.
For the second outdoor scenario, it was applied on a
street with a high rate of pedestrian circulation, due to
religious tourism to the Sanctuary of El Cisne between
August and September, located in the province of Loja,
southern Ecuador.

In both indoor and outdoor environments, it was
monitored for a period of one hour, of which for a more
detailed analysis the first 15 minutes are taken for the
quantitative analysis of the results. In this context, 82
people entered indoors and 229 circulated outdoors.
Figure 9 illustrates the total number of detections in
indoor and outdoor environments.

(a)

(b)

Figure 9. Flow of people: a) indoor, b) outdoor

The results of the experiment show that the flow of
people in the outdoor environment doubled the indoor,
having a mean income of 6 people in the internal envi-
ronment and 12 people in the external environment.
The count was carried out through the Camlytics tool.
Figure 10 shows detection examples in the real indoor
and outdoor scenarios.



40 INGENIUS N.◦ 27, enero-junio of 2022

3.1. Evaluation metrics

To evaluate the performance of the AIoT algorithm
in Cloud and Edge computing models, the "Real-time
Biosafety Mask Usage Detection" case study has been
considered as evaluation metrics:

• Detection algorithm reliability: According to [16],
[18], [40–42], determining the performance of the
detection algorithm is based on four metrics:
accuracy, precision, sensitivity, harmonic mean,
mean of the average accuracy.

• Computational resources: it is recommended to
analyze the resources occupied by the application
based on [41]] and the ISO/IEC 25023 standard,
analyzing network traffic, RAM memory, CPU
and storage.

• Response time: This is another parameter that
allows to measure the time it takes for the system
to respond according to [41] and by ISO/IEC
25023 standard.

Figure 10. Indoor and outdoor live stage results

3.1.1. Accuracy of detection algorithm

To evaluate the accuracy of ML-based classifiers (Ma-
chine Learning) a confusion matrix is used to know how
effective the system is. According to [40], a confusion
matrix, also known as an error matrix, is a method
for 10 to summarize the performance of the result of
a classification model, showing the number of correct

and incorrect predictions. Four metrics are calculated
from the confusion matrix [16], [18], [40–42]: Accuracy
(A: Accuracy, see Equation 1), precision (P: precision,
see Equation 2), sensitivity or recall (R: Recall, see
Equation 3), and the harmonic mean (fβ , see Equa-
tion 4). Additionally, three classes are identified due
to the AIoT Edge and Cloud implementations of this
experiment (MC: Correct use of mask, SM: No mask
and MI: Incorrect use of mask), it is also necessary
to calculate the average of the mean accuracy (mAP,
see Equation 5) from the mean accuracy (AP) of each
class.

A = T P +T N
(T P +F P )+(T N+F N) (1)

P = T P
T P +F P (2)

R = T P
T P +F N (3)

fβ = (1+β2)∗(P ∗R)
β2∗P +R

(4)

mAP = APMC +APSM +APMI

3 (5)
Where: TP (True Positive) is when the observation

is positive and is predicted to be positive; FN (False
Negative) is when the observation is positive, but is
predicted to be negative; TN (True Negative) is when
the observation is negative and is predicted to be neg-
ative; and FP (False Positive) is when observation is
negative, but is predicted to be positive, while β is
used to assign different weights to the measures used
in Equation 4 [42]. In the present work, β was assigned
a value of 1. Table 4 shows the results obtained when
deploying Edge and Cloud models in real-world sce-
narios. This is done by purging repeated detections in
each environment.

Table 4. Confusion matrix

Edge model indoors
True value

MI SM MC

Prediction
MC 2 29 191
SM 0 36 9
MI 3 3 0

Edge model outdoors

Prediction
MC 2 15 170
SM 0 52 30
MI 1 1 0

Cloud model indoors

Prediction
MC 5 36 165
SM 7 29 12
MI 1 2 6

Cloud model outdoors

Prediction
MC 3 45 123
SM 2 41 40
MI 1 2 2
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Table 5 shows the results obtained after evaluating
the Edge and Cloud implementations for detecting the
use of masks by individuals in both indoor and outdoor
environments, in time and real-world scenarios.

Table 5. Results obtained for A, P, R and fβ

Accuracy (A) %

Clase Cloud Edge
indoor outdoor indoor outdoor

MC 76,7 64,7 85,2 82,6
SM 77,4 65 84,9 82,9
MI 90,7 94,8 97,9 98,7
Media 81,6 74,8 89,3 88,1
Precision (P) %
MC 80 71,9 86 90
SM 60,4 49,4 80 63,4
MI 11,1 20 50 50
mAP 50,5 47,1 72 67,8
Recall (R) %
MC 90,1 74,5 95,5 85
SM 43,3 46,6 52,9 76,5
MI 7,6 16,7 60 33,3
Media 47 45,9 69,5 64,8
Harmonic mean (fβ) %
MC 84,8 73,2 90,5 87,4
SM 50,4 48 63,7 67,9
MI 9 18,2 54,5 40
Media 48,1 46,5 69,6 65,1

Table 4 shows the percentages obtained with re-
spect to the accuracy, precision, recall, and harmonic
mean metrics. Accuracy refers to the number of pos-
itive predictions that were correct; in this context,
the results show that the Edge model is 10.5% more
accurate than the Cloud model. On the other hand,
precision refers to the percentage of positive cases
detected; the results indicate that indoor accuracy
is higher than outdoor in both models. The Edge is
39.9% more accurate than Cloud. Cloud accuracy is
lower than Edge as some frames are lost or distorted
during transmission in some cases. Regarding the re-
call metric, which refers to the proportion of positive
cases that are correctly identified by the algorithm, the
results indicate that the Edge model predicted 20.7%
more correct than Cloud. Finally, the harmonic mean
metric was used when the dataset is not balanced by
providing inputs from different classes to the classifier.
In this context, the results show that insufficient de-
tections of the “incorrect use of mask” class have a
dramatic impact on data distribution.

3.2. Use of resources

Among the resources analyzed for comparing the two
Cloud and Edge computing models according to [41]
and ISO/IEC 25023, are network traffic, RAM, CPU,

and disk storage usage. Since the results indicated a
better development of the masks detector indoors, an
analysis of the use of resources in this environment is
performed in the following sections. In addition, Table
6 shows the characteristics of the hardware components
on each of the two models, Cloud and Edge.

Table 6. Hardware characteristics of Cloud and Edge

Component Cloud Edge
GPU — NVIDIA Maxwell archi-

tecture with 128 NVIDIA
CUDA® cores

CPU Intel Xeon Processor (Sky-
lake, IBRS) / 8 núcleos /
2100 MHz

Quad-core ARM Cortex-
A57 MPCore processor

Memory
RAM

31 GB virtual 4 GB 64-bit LPDDR4,
1600MHz 25.6 GB/s

Storage 246 GB 16 GB eMMC 5.1
Connectivity Gigabit Ethernet Gigabit Ethernet, Wi-Fi
Screen — HDMI 2.0 and eDP 1.4

3.2.1. Network traffic

Network traffic measurements generated by streaming
video from the IP camera on the Cloud model, and
images from the Jetson Nano on the Edge model were
taken using the Wireshark protocol analyzer on the in-
bound interface of the server hosting the Cloud model
and the Web platform. Traffic measurements were ob-
tained using video encoding parameters at 1008 Kbps,
observing the behavior of the traffic in Mbps volume.
It can be observed in Figure 11 the network traffic
generated, where the blue upper curve represents the
traffic from the IP camera to the Cloud computing
model using the RSTP protocol; the lower green curve
represents the traffic generated by the transmission
of images processed with the detection algorithm on
the Edge to the web platform (measured in Mbps).
This information is represented as series over time,
which corresponds to the first 15 minutes of indoors
monitoring.

As a result, it can be seen that network traffic is
significantly higher in the Cloud model compared to
Edge model. The average network traffic in the cloud
is 0.86 Mbps, with a maximum of 4.91 Mbps; while the
average network traffic in the Edge is 0.07 Mbps, with
a maximum of 0.26 Mbps. This is because all frames of
the visual sensor in the Cloud model are transmitted
without pre-filtering information; in the Edge model,
images are only transmitted when there is a detection,
which prevents network congestion.
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Figure 11. Video transference rate to the Cloud and pro-
cessed images from the Edge to the Web platform

3.2.2. Memoria RAM

Los modelos computacionales Cloud y Edge se carac-
terizan por la diferencia en la cantidad de recursos
disponibles. Particularmente, en las implementaciones
de este trabajo se dispuso de 4 GB de RAM en el
modelo Edge y de 31 GB de RAM en el modelo Cloud.
Los resultados indican (ver Figura 12) que el uso de
RAM en el modelo Edge fluctuó entre 2,41 GB como
mínimo, 2,43 GB como máximo, con una media de
2,42 GB. Mientras que en el modelo Cloud, el uso
de RAM fluctuó entre 10,7 GB como mínimo, 12 GB
como máximo, con una media de 11,55 GB. A par-
tir de los datos obtenidos, se puede interpretar que,
una vez designados los recursos al proceso YOLO, no
existe mayor crecimiento durante la ejecución de las
detecciones tanto en Cloud como Edge.

3.2.3. CPU

Regarding the processing capacity of the Cloud and
Edge computing models, they differ significantly. From
Figure 13, it is determined that the Edge model with
the Jetson Nano integrates a 1.43 GHz processor, of
which CPU use during the first 15 minutes of process-
ing fluctuated between 22.95% minimum, 62.01% max-
imum, and an average of 29.59%. Whereas in the Cloud
model, the server had a 4.8GHz processor, of which
CPU utilization fluctuated between 1.75% minimum,
7.49% maximum, and an average of 3.31%. Therefore,
it can be interpreted that because the Edge model
has fewer resources, the effort is greater at processing
detections. Conversely, because the Cloud model has
better resources, the effort is minimal when running
the mask usage detector.

(a)

(b)

Figure 12. Use RAM memory during the first 15-
monitoring minutes indoors. A) Edge model, b) Cloud
model

(a)

(b)

Figure 13. CPU use during the first 15-monitoring min-
utes indoors, a) Edge model, b) Cloud model
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3.2.4. Storing

Disk space usage of detections grows significantly in
both Cloud and Edge models. In the Cloud, this re-
source can increase in case of a larger demand by
updating the cloud server lease. Conversely, Edge does
not allow any increased storage capacity as it is limited
in nature. The results show that disk space usage is
similar in both Cloud and Edge models, approximately
90.7 MB indoors and 200.5 MB outdoors. It is impor-
tant to note that the mask detector stores only the
detection frame not the context or the entire image,
so the storage capacity is optimized.

3.3. Response time

According to [41], and the ISO/IEC 25023 standard,
the response time of a system is another metric that
allows to evaluate the performance of a system. In this
research, the response time value was used to obtain
the events marked in the log files to identify the instant
the image entered the model, and then to calculate
the time elapsed until its publication. In this context,
to calculate the response time in the Edge implemen-
tation, the time between the moment the detection
occurs until the system finishes with the sound alert
was considered. Figure 14a graphically shows the re-
sponse times recorded on the Edge during the first 20
detections indoors, averaging 2.37 seconds of response.

On the other hand, measures from the time the
capture occurs on the visual sensor to the publication
of the results on the web page must be done to calcu-
late the response time in the Cloud model. However,
what it is posible to capture accurately is the time
span from cloud discovery to portal publishing; so,
in the Cloud time an average value of 2 seconds was
added from the transfer rate for a 300 kB image with
a 1920 × 1080 resolution, which corresponds to the
time it takes for the visual sensor to transmit the video
to the cloud, which is indirectly proportional to the
bandwidth provided by the network. The bandwidth
that was available for the implementation of the Cloud
model was 25Mbps. Figure 14b graphically shows the
response times recorded in the Cloud model during
the first 20 detections indoors, averaging 3.45 seconds
of response.

(a)

(b)

Figure 14. Response time, a) Edge model, b) Cloud model

3.4. Discussion of the results

After deploying the Cloud and Edge implementations
in real-world scenarios, it is observed that the AIoT al-
gorithm (specialized in identifying the use of biosafety
masks) performed better in indoors on both models
due to controlled flow (in one direction) and exclusive
of people who constituted the entrance to the church.
While the performance of the same AIoT algorithm
was less efficient in outdoors in both implementations,
due to the uncontrolled flow of people (in several di-
rections) and not exclusive of people; other objects
such as cars, bicycles, and even animals were part of
the images captured by the visual sensor. AIoT algo-
rithms for real-time object identification, using the
Edge computational model, presented better perfor-
mance compared to the Cloud model.

YOLO is a recommended tool for implementing
solutions using AI in real-life scenarios that require im-
mediate action. In particular, the results of this work
yield 78.2% accuracy metrics on the Cloud model and
88.7% on the Edge model. Although there is a decrease
in the classifier accuracy with 48.8% in the Cloud and
69.9% in the Edge, it was proven that the accuracy
in both models reduces especially outdoors, due to
the fact that the neural network was not sufficiently
trained to identify small objects. Additionally it was
noted that the detector also reduces when there are
multiple people in the same frame to be detected in
both models. To solve this problem a greater num-
ber of images containing multiple detections could be
included in the training dataset.

The quality of the media flow and input for video
processing in Cloud and Edge deployments impact
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the performance of the AIoT algorithm. The real-time
mask detector was tested with two visual sensor resolu-
tions, high (1920 × 1080) and low (640 × 360), allowing
to conclude that detection fails on small objects at a
low resolution; however, large (nearby) objects are
correctly identified in real time (see Figure 15), since
frame processing does so smoothly.

(a)

(b)

Figure 15. Mask detection at different resolutions: a) 1920
× 080 y b) 640 × 360

The relationship between video streaming speed
(frames per second) and its relevance in the business
context of the AIoT solution needs to be evaluated. In
this research, it was observed that it was not necessary
to evaluate all the frames of the input. The AIoT al-
gorithm first processed all received frames (15 frames
per second), and too many detections belonging to the
same person were obtained as output. Hence, it was
concluded that it was necessary to filter the number
of frames input to the detector (1 frame per second)
and thus avoid processor saturation. In other words,
the resources required to process each of the frames
are unnecessary. To overcome this problem, frames
per second are reduced, which consists of processing
a certain frame for a certain interval. This resulted
in optimization of processing resources when filtering
input and storage output, as the number of detections
for the same person dropped significantly, for example,
from 1 GB to 100 MB.

Finally, having experimented with both Cloud and
Edge models, several challenges are identified for fu-
ture work. There is inconsistency between the detection
speed of Machine Learning based sorting algorithms
(ML) and the technology that allow the storage and
management of actuators on the network. For example,

the biosafety mask usage detector works at a rate of
15 detections per second, but when wanting to store
this information, the transaction takes one detection
per second, thus causing congestion. Current database
managers do not reach the speed required when work-
ing with AI-based classifiers. The same happens with
visual or auditory actuators; it does not matter AIoT
algorithm to detect multiple objects simultaneously if
the time it takes for the speaker or display to show
that information to the public requires one second per
object.

3.5. System evaluation in a real environment

To assess the effectiveness and feasibility of the pro-
posed method, a prototype system equipped with
YOLOv3 Tiny is presented, which can be deployed at
the entrances of public places. The prototype system
based on the Edge computational model is illustrated
in Figure 16, as well as the integration and implementa-
tion of the various hardware and software components,
including an IP camera, a Jetson Nano computer, and
a display with HDMI interface

Figure 16. Implementation of the system

In Figure 5, the performance of the prototype can
be proved for all three cases (correct use of mask, no
mask, and incorrect use of mask). Also, visual alerts in
the evaluation scenarios did not get people’s attention
when the AIoT algorithm provides detection feedback.
Initially when people crossed the camera’s viewing
angle, the screen displayed the output of the labeled
and painted bounding boxes with the class detected.
It was evident that the purpose of the screen was not
clear to the passerby, so some would greet or leave the
camera’s action area. This changed when adding the
sound alerts that got people’s attention. Users heard
the following messages: "correct use of mask ", "no
mask detected", or "incorrect use of mask"; depending
on the type of detection performed by the algorithm,
pedestrians identified the purpose of the deployment
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intuitively, and many of them corrected the incorrect
use or absence of the mask.

4. Conclusions

In this research, a system for detecting masks in real
contexts has been designed, implemented and evalu-
ated. The Edge computational model outperformed
the Cloud model with 39.9% in the accuracy metric,
related with the percentage of positive cases detected;
and 10.5% on the accuracy metric, which refers to the
percentage of positive predictions that were correct.
In addition, there are advantages and disadvantages
inherent to the intrinsic characteristics of each model.
One of the advantages of cloud deployments is that
they have high storage and processing capabilities,
and if needing to increase RAM, disk, or processing
resources, the model offers the scalability feature to
the system. However, the disadvantage of the Cloud
model is the high consumption of the network, since
the sequence of frames is transmitted in video without
prior data filtering. While in the Edge model, despite
having limited resources, this disadvantage is offset
by the fact that it is possible to perform a debugging
of information, allowing applications to adjust to the
amount of available RAM, processing, and bandwidth
resources, where it could be observed that once the
resources are allocated, the consumption of these re-
sources does not fluctuate drastically.

In addition, on this side of the network, visual
or auditory actuators can be used for human inter-
actions in the context in which the model is being
used. YOLOv3 application is an appropriate option
for specialized real-time object detection in either the
Cloud or Edge computational model. YOLOv3, as a
single-stage object detector model, directly classifies
and predicts the target at each location in the entire
original image.

All of these features distinguish YOLOv3 from
other detector models; however, accuracy and preci-
sion metrics are achieved when conducting a training
process with a broad set of data that must contain
multiple detections in the same image, which must be
captured in different contexts and scales. In addition,
the dataset can be diversified through the use of image
augmentation techniques.

Finally, the analysis of the system in persuading
people to wear masks is proposed for future work. The
integration of additional sensors into the system to
analyze air quality especially indoors is also considered.

Acknowledgments

The authors would like to thank the Private Techni-
cal University of Loja (UTPL) for funding this work

through the second call «FUNDING DEGREE AND
MASTER RESEARCH - 2020».

References

[1] R. Aragón Nogales, I. Vargas Almanza, and M. G.
Miranda Novales, “COVID-19 por SARS-CoV-2:
la nueva emergencia de salud,” Revista Mexicana
de Pediatría, vol. 86, pp. 213–218, 2020. [Online].
Available: https://dx.doi.org/10.35366/91871

[2] WHO, “Listings of WHO’s response to COVID-
19,” World Health Organization. [Online]. Avail-
able: https://bit.ly/3mAZ6LH

[3] ——, “Vías de transmisión del virus de la
COVID-19: Repercusiones para las recomenda-
ciones relativas a las precauciones en materia de
prevención y control de las infecciones.” [Online].
Available: https://bit.ly/3epu4Sq

[4] OMS, “Who coronavirus (COVID-19) dash-
board,” 2021. [Online]. Available: https:
//bit.ly/3mDAO3r

[5] OPS, “Vacunas contra la COVID-19,” 2020.
[Online]. Available: https://bit.ly/3z0JGFs

[6] H. Ritchie, E. Mathieu, L. Rodés-Guirao, C. Ap-
pel, C. Giattino, E. Ortiz-Ospina, J. Hasell,
B. Macdonald, D. Beltekian, M. Roser, and
et al., “Coronavirus (COVID-19) vaccinations -
statistics and research,” 2020. [Online]. Available:
https://bit.ly/3sEmtro

[7] C. Costa and C. Tombesi, “COVID-19: Cuánto
tiempo se demoró en encontrar la vacuna para
algunas enfermedades (y por qué este coronavirus
es un caso histórico),” 2020. [Online]. Available:
https://bbc.in/3pEV0Eh

[8] “Comparative research grant,” Anthropology News,
vol. 36, no. 8, pp. 43–43, 1995. [Online]. Avail-
able: https://anthrosource.onlinelibrary.wiley.
com/doi/abs/10.1111/an.1995.36.8.43.1

[9] S. S. Bibak Sareshkeh, E. Magli, and P. Dal Zovo,
“Combined ict technologies for supervision
of complex operations in resilient communi-
ties,” Master’s thesis, 2020. [Online]. Available:
https://bit.ly/3HaioPE

[10] I. Santos-González, A. Rivero-García, J. Molina-
Gil, and P. Caballero-Gil, Implementation
and Analysis of Real-Time Streaming Proto-
cols, vol. 17, no. 4, 2017. [Online]. Available:
https://doi.org/10.3390/s17040846

https://dx.doi.org/10.35366/91871
https://bit.ly/3mAZ6LH
https://bit.ly/3epu4Sq
https://bit.ly/3mDAO3r
https://bit.ly/3mDAO3r
https://bit.ly/3z0JGFs
https://bit.ly/3sEmtro
https://bbc.in/3pEV0Eh
https://anthrosource.onlinelibrary.wiley.com/doi/abs/10.1111/an.1995.36.8.43.1
https://anthrosource.onlinelibrary.wiley.com/doi/abs/10.1111/an.1995.36.8.43.1
https://bit.ly/3HaioPE
https://doi.org/10.3390/s17040846


46 INGENIUS N.◦ 27, enero-junio of 2022

[11] A. Nurrohman and M. Abdurohman, “High
performance streaming based on H264 and
real time messaging protocol (RTMP),” in
2018 6th International Conference on In-
formation and Communication Technology
(ICoICT), 2018, pp. 174–177. [Online]. Available:
https://doi.org/10.1109/ICoICT.2018.8528770

[12] S. Basu, “What are video streaming codecs
& container formats: Muvi live server,” 2020.
[Online]. Available: https://bit.ly/3ErJPCZ

[13] J. S. Katz, “Aiot: Thoughts on artificial in-
telligence and the internet of things,” IEEE
Internet if Things, 2019. [Online]. Available:
https://bit.ly/3sBwGEZ

[14] J. Redmon and A. Farhadi, “Yolov3: An incremen-
tal improvement,” ArXiv, vol. abs/1804.02767,
2018. [Online]. Available: https://bit.ly/3psJLyp

[15] A. M. Porcelli, “La inteligencia artificial y la
robótica: sus dilemas sociales, éticos y jurídicos,”
Derecho global. Estudios sobre derecho y justicia,
vol. 6, pp. 49–105, 2020. [Online]. Available:
https://doi.org/10.32870/dgedj.v6i16.286

[16] X. Jiang, T. Gao, Z. Zhu, and Y. Zhao,
“Real-time face mask detection method
based on YOLOv3,” Electronics, vol. 10,
no. 7, p. 837, 2021. [Online]. Available:
https://doi.org/10.3390/electronics10070837

[17] S. Sethi, M. Kathuria, and T. Kaushik,
“Face mask detection using deep learning:
An approach to reduce risk of coronavirus
spread,” Journal of Biomedical Informatics,
vol. 120, p. 103848, 2021. [Online]. Available:
https://doi.org/10.1016/j.jbi.2021.103848

[18] D. González Dondo, J. A. Redolfi, R. G. Araguás,
and D. García, “Application of deep-learning
methods to real time face mask detection,”
IEEE Latin America Transactions, vol. 19,
no. 6, pp. 994–1001, 2021. [Online]. Available:
https://bit.ly/3pw7DkM

[19] S. Sethi, M. Kathuria, and T. Kaushik, “A
real-time integrated face mask detector to
curtail spread of coronavirus,” Computer Mod-
eling in Engineering & Sciences, vol. 127,
no. 2, pp. 389–409, 2021. [Online]. Available:
https://doi.org/10.32604/cmes.2021.014478

[20] I. Vich, “Medical masks dataset images
tfrecords,” Kaggle, 2020. [Online]. Available:
https://bit.ly/3er0tb8

[21] S. Ge, J. Li, Q. Ye, and Z. Luo, “MAFA,” 2018.
[Online]. Available: https://bit.ly/3FBC52o

[22] S. Yadav and S. Shukla, “Analysis of k-Fold
Cross-validation over hold-out validation on colos-
sal datasets for quality classification,” in 2016
IEEE 6th International Conference on Advanced
Computing (IACC), 2016, pp. 78–83. [Online].
Available: https://doi.org/10.1109/IACC.2016.25

[23] E. Allibhai, “Holdout vs. Cross-validation in
machine learning.” 2018. [Online]. Available:
https://bit.ly/3z2TbE0

[24] F. Zhuang, Z. Qi, K. Duan, D. Xi, Y. Zhu, H. Zhu,
H. Xiong, and Q. He, “A comprehensive survey on
transfer learning,” Proceedings of the IEEE, vol.
109, no. 1, pp. 43–76, 2021. [Online]. Available:
https://doi.org/10.1109/JPROC.2020.3004555

[25] L. Herrera-Izquierdo and M. Grob, “A per-
formance evaluation between docker container
and virtual machines in cloud computing archi-
tectures,” Maskana, vol. 8, pp. 127–133, 2017.
[Online]. Available: https://bit.ly/3z12oNf

[26] NVIDIA, “Jetpack sdk 4.5.1 archive,” 2021.
[Online]. Available: https://bit.ly/32BxzT1

[27] Python, “Welcome to python.org,” 2021. [Online].
Available: https://bit.ly/3qqTd4Q

[28] NVIDIA, “Quickstart guide - deepstream 6.0
release documentation,” 2021. [Online]. Available:
https://bit.ly/3sDTa8s

[29] ProminenceAI, “Prominenceai/deepstream-
services-library: A shared library of on-
demand deepstream pipeline services for Python
and C/C++,” GitHub. [Online]. Available:
https://bit.ly/3pyxM2y

[30] MongoDB, “The application data plat-
form,” MongoDB. [Online]. Available: https:
//bit.ly/3qrRsUL

[31] N. Craig-Wood, “Rclone syncs your files
to cloud storage,” 2014. [Online]. Available:
https://bit.ly/3JlPNsu

[32] Docker, “Empowering app development for
developers,” 2020. [Online]. Available: https:
//www.docker.com/

[33] A. Thakur, C. Clauss, C. Hollinger,
V. Boivin, B. Lowe, M. Schoentgen,
and R. Bouckenooghe, “abhiTronix/vidgear:
VidGear v0.2.3,” Oct. 2021. [Online]. Available:
https://doi.org/10.5281/zenodo.5602375

[34] OpenCV. (2021) Opencv courses holiday sale.
[Online]. Available: https://bit.ly/3ezvAS1

[35] Google Developers, “Firebase,” 2020. [Online].
Available: https://bit.ly/3JinCeh

https://doi.org/10.1109/ICoICT.2018.8528770
https://bit.ly/3ErJPCZ
https://bit.ly/3sBwGEZ
https://bit.ly/3psJLyp
https://doi.org/10.32870/dgedj.v6i16.286
https://doi.org/10.3390/electronics10070837
https://doi.org/10.1016/j.jbi.2021.103848
https://bit.ly/3pw7DkM
https://doi.org/10.32604/cmes.2021.014478
https://bit.ly/3er0tb8
https://bit.ly/3FBC52o
https://doi.org/10.1109/IACC.2016.25
https://bit.ly/3z2TbE0
https://doi.org/10.1109/JPROC.2020.3004555
https://bit.ly/3z12oNf
https://bit.ly/32BxzT1
https://bit.ly/3qqTd4Q
https://bit.ly/3sDTa8s
https://bit.ly/3pyxM2y
https://bit.ly/3qrRsUL
https://bit.ly/3qrRsUL
https://bit.ly/3JlPNsu
https://www.docker.com/
https://www.docker.com/
https://doi.org/10.5281/zenodo.5602375
https://bit.ly/3ezvAS1
https://bit.ly/3JinCeh


Quiñonez-Cuenca et al. / Evaluation of AIoT performance in Cloud and Edge computational models for mask

detection 47

[36] Pallets, “Flask web development, one drop
at a time,” Pallet, 2010. [Online]. Available:
https://bit.ly/3Hemy9h

[37] J. T. Mark Otto. (2021) Build fast, respon-
sive sites with bootstrap. [Online]. Available:
https://bit.ly/32Nl5rK

[38] Google. (2021) Colaboratory. Google Research.
[Online]. Available: https://bit.ly/3EC3mk0

[39] T.-Y. Lin, M. Maire, S. Belongie, J. Hays, P. Per-
ona, D. Ramanan, P. Dollár, and C. L. Zitnick,
“Microsoft coco: Common objects in context,”
in Computer Vision – ECCV 2014, D. Fleet,
T. Pajdla, B. Schiele, and T. Tuytelaars, Eds.
Springer International Publishing, 2014, pp. 740–
755. [Online]. Available: https://bit.ly/3sxpZUu

[40] M. S. Aslanpour, S. S. Gill, and A. N. Toosi,
“Performance evaluation metrics for cloud, fog

and edge computing: A review, taxonomy, bench-
marks and standards for future research.” Internet
of Things, vol. 12, p. 100273, 2020. [Online]. Avail-
able: https://doi.org/10.1016/j.iot.2020.100273

[41] M. Ashouri, F. Lorig, P. Davidsson, and
R. Spalazzese, “Edge computing simulators
for iot system design: An analysis of qual-
ities and metrics,” Future Internet, vol. 11,
no. 11, p. 235, 2019. [Online]. Available:
https://doi.org/10.3390/fi11110235

[42] F. Oliveira-Teixeira, T. P. Donadon-Homem,
and A. Pereira-Junior, “Aplicación de in-
teligencia artificial para monitorear el uso
de mascarillas de protección,” Revista Cien-
tífica General José María Córdova, vol. 19,
no. 33, pp. 205–222, 2021. [Online]. Available:
https://doi.org/10.21830/19006586.725

https://bit.ly/3Hemy9h
https://bit.ly/32Nl5rK
https://bit.ly/3EC3mk0
https://bit.ly/3sxpZUu
https://doi.org/10.1016/j.iot.2020.100273
https://doi.org/10.3390/fi11110235
https://doi.org/10.21830/19006586.725


Fe de erratas

10



Scientific Paper / Artículo Científico

https://doi.org/10.17163/ings.n27.2022.05
pISSN: 1390-650X / eISSN: 1390-860X

Prototype of a Device for the
Automatic Measurement of

Physiological Signals to Assist the
Diagnosis and Monitoring of patients

with COVID-19
Prototipo de un dispositivo para la

medición automática de señales
fisiológicas para asistir al diagnóstico

y seguimiento de pacientes con
COVID-19

Karla Llanos1 , Christian Landi1 , Fernando Yupa1 , Paola Vasquez1 ,
Ismael Criollo1 , John Calle-Siguencia1 , Fernando Urgilés-Ortiz1 ,

Ana Cecilia Villa-Parra1,∗

Received: 15-11-2021, Received after review: 20-12-2021, Accepted: 28-12-2021, Published: 01-01-2022

1,∗Grupo de Investigación en Ingeniería Biomédica GIIB, Universidad Politécnica Salesiana, Cuenca.
Corresponding author ✉: avilla@ups.edu.ec.

Suggested citation: Llanos, K.; Landi, C.; Yupa, F.; Vasquez, P.; Criollo, I.; Calle-Siguencia, J.; Urgilés-Ortiz, F.
and Villa-Parra, A. C. (2022). «Prototype of a Device for the Automatic Measurement of Physiological Signals to
Assist the Diagnosis and Monitoring of patients with COVID-19». Ingenius. N.◦ 27, (january-june). pp. 49-58. doi:
https://doi.org/10.17163/ings.n27.2022.05.

Abstract Resumen
This article describes the design, construction and
preliminary results of a device to automate the mea-
surement of physiological signals to assist in the diag-
nosis and monitoring of COVID-19. The device uses
a system to controlling linear actuators to turn on/off
certified biomedical instruments, in addition to algo-
rithms for image recognition of displays with measure-
ments of temperature, oxygen saturation, pressure
and heart rate. The system also includes a mobile ap-
plication, which receives data in real time and creates
a database for medical evaluation. Results obtained
with the device have demonstrated to provide a high
percentage of efficiency in the data acquisition. After
several trials with users, SUS and PSSUQ tests were
applied to allow verifying the users’ feedback regard-
ing the satisfaction and usability of the prototype,
with high score, showing the good acceptance of the
device from the users.

En el presente artículo se describe el diseño, construc-
ción y resultados preliminares de un dispositivo para
automatizar la medición de señales fisiológicas para
asistir el diagnóstico y seguimiento de la COVID-19.
El dispositivo utiliza un sistema para controlar actu-
adores lineales para encender/apagar instrumentos
biomédicos certificados, además de algoritmos para el
reconocimiento de imágenes de las pantallas de los ins-
trumentos con mediciones de temperatura, saturación
de oxígeno, presión arterial y frecuencia cardiaca. El
sistema incluye también una aplicación móvil que
recibe los datos de las mediciones a tiempo real y
crea una base de datos para realizar una evaluación
médica. Los resultados obtenidos demuestran un alto
porcentaje de eficiencia en la adquisición de las medi-
ciones. Después de hacer varias pruebas con usuarios,
las evaluaciones SUS y PSSUQ permitieron verificar
resultados satisfactorios respecto a la satisfacción y
usabilidad del prototipo, demostrando la aceptación
del dispositivo.

Keywords: Automation, Covid-19, eHealth, image
processing, SUS, telemedicine
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1. Introduction

COVID-19 is a severe respiratory disease which origi-
nated in Wuhan (Hubei, China), starting an epidemic
outbreak in December 2019. The World Health Orga-
nization (WHO) declared a worldwide health crisis in
January 2020, due to the increasing global infection
rates [1, 2]. In Ecuador, up to November 2021, the
National Research Institute in Public Health (INSPI,
Instituto Nacional de Investigación en Salud Pública)
has recorded 526,615 cases with PCR tests and 33,219
confirmed deaths due to COVID-19 [3]. This disease
attacks the respiratory system and among its most
common symptoms it can be mentioned: fever, cough,
headache, nasal congestion, fatigue, reduction of oxy-
gen saturation, loss of taste and smell, syncope and
deviation of gases in the blood [4–6]. Those who have
acquired the disease show alterations in temperature,
blood pressure (mainly hypertension), heart rate and
oxygen saturation (due to the shortness of breath in
severe COVID-19 cases).

In this scenario, the protocols recommended by
health systems include measuring these physiological
variables to make the diagnosis and prognosis of the
disease [7, 8].

The technological advances are enabling to obtain
data about the impact of the disease, and meet the
requirements for taking care of the population during
the pandemics [9]. For example, smartphones are tools
that are being used to monitor physiological signals
in various developments [10, 11], the use of wearable
technology [12], the internet of things and big-data
analytics [9], have a great potential for assisting in
the diagnosis of diseases such as COVID-19, however,
there are very few developments that integrate in a
single system certified devices such as: digital oxime-
ters, digital infrared thermometers and blood pressure
monitors to acquire physiological signals of interest
to create a medical history and databases relevant for
decision making systems [13,14].

Platforms for transmitting and storing data of a
biomedical instrument (BI) [14] and developments
that integrate networks for secure data communica-
tion [15,16] demand robust digital telemedicine appli-
cations as fundamental resources for remote medical
attention. Continuous monitoring with sensors and pro-
tocols for tracking through telemedicine platforms with
internet of things, constitute valuable tools to reduce
exposure and infection with COVID-19 of patients and
medical staff [17–21].

With the objective of improving the protocols for
diagnosis and treatment of COVID-19 with a techno-
logical tool, this work proposes the development of a
portable device to carry out automatic measurement
of heart rate, blood pressure, oxygen saturation level
and body temperature. The device is based on the use
of three certified BIs and an application to visualize

measured data and share them in a secure manner
with health professionals for their evaluation. The de-
velopment of this device and the tests conducted with
the first prototype are described below.

2. Materials and Methods

Figure 1 shows the block diagram that describes the
operation of the hardware and software stages of the
device.

It includes a Raspberry Pi 3 B+ board (64 bits
quad-core CPU, 1.4 GHz, 5 GHz wireless LAN, Blue-
tooth 4.2/BLE, Ethernet and PoE capability), three
mini JS35A linear actuators of 12 V, 4 A (1.2 inches,
0.4 Nm, 0.6 inches/s, 0.07 kg).

The BIs are: a pulse oximeter (Jziki) which is
adjusted to the index finger, an infrared thermome-
ter (K&i), an automatic wrist blood pressure meter
(URBEST) which shows systolic pressure/diastolic
pressure/pulse rate.

Figure 1. Block diagram of the device

It also includes three 12 megapixels 4032 × 3024
Opticam SQ11 minicameras and a 3.5“ 320 × 480P
Raspberry touchscreen LCD monitor.

Measurements are made with the BIs placed on
a metallic structure designed such that the actuators
activate them to carry out the measurements auto-
matically on the user´s left arm. The BIs are not
disassembled nor internally manipulated to guarantee
the reliability of the measurements.

To start the measurements, it is necessary to syn-
chronize the App with the Raspberry, and this enables
to send the command to activate the BIs. After auto-
matic start, measurements are made and the images
from the screen of each BI are captured.



Llanos et al. / Prototype of a Device for the Automatic Measurement of Physiological Signals to Assist the

Diagnosis and Monitoring of patients with COVID-19 51

The images acquired are processed in the Rasp-
berry PI for recognizing the value of the measurement
carried out.

The monitor in the device enables visualizing the
screen of the BIs during the measurements, for three
periods of time. It starts with the thermometer, then
the oximeter and finally it shows the screen of the
blood pressure meter.

After measurements have been recorded, they are
visualized in the monitor, and this information is sent
to an application that also enables to visualize the
measurements and to send the records to a database.

The standards IEC 60601-1-2 (electromagnetic com-
patibility), IEC 60601-1-6 (usability), IEC60601-1-8
(alarms and indicators) and IEC 60601-1-11 (use of
medical devices at home) [22] were considered for the
design of the mechanical structure, the electronic sys-
tem and the digital platform. All this with the purpose
of obtaining a reliable and safe prototype.

2.1. Mechanical Structure

Figure 2 shows the complete design of the device me-
chanical structure in Autodesk Inventor 2020, which
consists of 15 pieces assembled by pressure self-
catching.

The structure is made of polylactic acid (PLA),
printed in 3D using an Ender 3 pro. This material was
chosen due to its ease for printing and high mechanical
resistance.

Figure 2. Design of the device and its components

The structure design was established based on the
dimensions of the BIs and on the 50th percentile of
anthropometric measures, with manual adjustment to
the remaining percentiles. In this manner, the structure
enables complying with the measurement protocols of
each BI such that users place their left arm and the
measurements are taken correctly.

The oximeter is located in the right side of the
structure, to direct the index finger without requiring
to apply pressure on the ends.

The thermometer is located in the proximal-palmar
area of the hand for taking measurements.

The blood pressure meter is adjusted to the wrist
according to the protocol of the BI.

The cameras are placed such that the image of the
screen of each BI is acquired at a distance of 5 cm,
without changes in the lightning.

The linear actuators have a stroke of 30 mm and
have been placed horizontally on the structure in order
to avoid overdimensioning it.

A sliding system was designed to transform a hori-
zontal movement into a vertical one, to guarantee that
the buttons of the medical instruments are operated
safely.

Figure 3a shows the motor coupling, and Figure
3b shows the sliding system designed to generate a
displacement of 4.5 mm to activate the medical devices.

Figure 3c shows the mechanism used to activate the
on/off pushbutton of the blood pressure meter. The
motor is coupled to element A which displaces hori-
zontally to enable the sliding system (element B) to
move in vertical direction, as shown in Figure 3d. This
mechanism is replicated to activate the thermometer
and the oximeter.

(a) (b)

(c) (d)

Figure 3. Mechanical elements to transform the horizon-
tal movement of the motor into vertical movement of the
sliding system (a) Motor coupling; (b) Sliding system; (c)
Sliding system at the initial position; (d) Sliding system at
the final position.

2.2. Electronic System

The electronic system consists of circuits to regulate
the supply to the BIs and the boards (5V and 3.3V),
establish the power stage for actuators (H-bridge), per-
form the control and guarantee battery charge (with
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leds to indicate full charge and discharge). The device
is powered by a 12V 4.4A Li-ion 3S2P Model 18650-
3S2P rechargeable battery (0.3 Kg; 115 mm × 20 mm
× 70 mm). It has fuses and diodes for protection of
the supply stage, and also patient protection systems,
such as isolation from the connectors to prevent elec-
tric discharges. The device considers the use of supply
systems compatible with standards of electric safety
to guarantee protection of users.

The Raspberry is used for control. It has been pro-
grammed in Python to: a) synchronize the hardware
with the application (App) that enables sending the
command to start the measurements from the smart-
phone.; b) control the three linear actuators for turning
on the measurement instruments and c) use the moni-
tor. The electronic boards and the battery are placed
on the structure of the device (see Figure 2).

2.3. Image Recognition

For recognizing the information of the measurements
taken by the medical equipment from the images of
their displays, it was necessary to adopt a method
based on the graphical representation of the numbers
that show the measurement.

There are instruments that present the information
using a digital typography, as shown in Figure 4, or
with a seven-segment display configuration, as shown
in Figure 5.

For this reason, a recognition method was devel-
oped for the oximeter (with digital typography) and
for the thermometer and blood pressure meter (with
displays).

It may be seen in Figure 4 that each of the digits
has a light blue contour and a color similar to white
in the inside (step 1). In this case it is necessary to
binarize the image with a detection process in a color
range that for the image acquired is white. The result
is shown in step 2. After the image has been binarized
and with the digits in black, the optical character
recognition (OCR) tool known as pytesseract is em-
ployed. This is an open-source resource that enables
identifying characters directly from images with exten-
sion jpeg, png, gif, bmp, tiff and others with Python
that uses the Google Tesseract-OCR engine [23,24].

After processing, a function is created that takes
the image of the picture and returns the text detected
in the image. The result of this process is observed in
step 3.

Figure 4. Recognition of numbers with digital typography

For recognizing digits from the seven-segment dis-
play, as shown in Figure 5, the image is first converted

to grayscale (step 1), as indicated in step 2, and then
the image is binarized to black and white (step 3).

Figure 5. Recognition of numbers represented in a seven-
segment display

Afterwards, it is used an algorithm designed to
identify the region of each digit, as shown in step 4.
For this purpose, the letters indicated in Figure 6a were
assigned to each segment of the seven-segment matrix.
Once the region of each digit has been identified, the
critical points are compared with the table shown in
Figure 6b, in which 0 represents a black pixel and 1
represents a white pixel. The comparison is carried out
for each digit of the image and enables to obtain the
result of step 5 (Figure 5) with the identification of
the entire number.

(a) (b)

Figure 6. (a) Assignment of a name to the seven segments;
(b) Table for comparing the segments identified for assign-
ing the corresponding number

Once the numeric value of the measurement of each
instrument has been obtained, the value is sent to the
database of the App.

2.4. Digital Platform

Figure 7 shows the structure of the digital platform of
the device, constituted by three subsystems.
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Figure 7. Subsystems of the digital platform

Subsystem 1, developed in Python, establishes the
communication between the Raspberry Pi and the
Firebase database (FDB) for synchronizing the de-
vice and verifying if there is a user in the database.
When the Raspberry receives the signal to start the
measurements, the device is activated (measurement
instruments and image recognition) to send the mea-
surement data and store them in the database. The
data sent include the measurements of the three in-
struments, the measurement time and the user code.
The code in the Raspberry Pi permanently listens and
updates the changes of the variable that activates the
process of taking measurements and sending them to
the database.

Subsystem 2 was developed in the Firebase plat-
form, which has a support for event listening and
automatic update for Python. Two Firebase services
were employed: a) Firebase Authentication, which en-
ables saving and controlling recorded users’ data, and
linking this information to the database and b) Cloud
Firestore which is a NoSQL database oriented to doc-
uments, that enables saving the measurement and the
measurement initialization data.

Using these resources, the writing/reading of two
FDB nodes (N1 and N2) is carried out with the Pyre-
base library. N1 corresponds to “Device Status”, which
will give a signal to start the process for taking and
recognizing the signals. N2, called “Unique user code”,
identifies the last user that synchronized the device
with the App. The data writing has a function for
storing the information in the FDB, which stores the
data of the physiological signals measured.

Subsystem 3 consists of the App developed in Ionic
(Open-source framework for developing mobile hybrid
applications), to access the Firebase data in real-time
and inform the user about the events for utilizing the
device. The permanent listening of a Firebase Activa-
tion variable node is carried out at this stage, which
permanently queries and updates the value of the “De-
vice Status” variable of the FDB.

The App enables doing the registration, recovering
user´s password and starting the session to have ac-
cess to the main menu. The menu gives access to the
measurement history and to the synchronization of the
App with the device. Each user should have a unique

code for activating the application, which is provided
when the user creates an account. This unique code
will identify the user and will be updated when he/she
enters to the application.

A support menu has been programmed with infor-
mation about device use, password change and per-
sonal data update. Data about the medical staff that
will monitor the physiological signals is also required
for managing user´s data (identification and link with
the device). In addition, each measurement record in-
cludes information about smell or taste loss consulted
to the App, since these are relevant symptoms in the
COVID-19 diagnosis [5].

2.5. Tests

Tests were carried out to verify the device functionality.
These tests sought to determine: a) the time required
by the device to record the physiological signals (body
temperature, blood pressure and oxygen saturation);
b) the error percentage of the tests to the image recog-
nition system; c) evaluation of the App functionalities;
d) evaluation of the device and the application by
users according to the System Usability Scale (SUS)
and the Post-Study System Usability Questionnaire
(PSSUQ) and e) the error percentage in the measure-
ments recorded in the app compared to the particular
results of each instrument.

To estimate the time that the device will take to
carry out a measurement, it is determined the time
required by each process to complete correctly.

To verify the accuracy of image recognition, the
values recorded in 20 photos obtained with the recogni-
tion algorithm were compared with the values recorded
by a person while monitoring the measurement.

For App evaluation it was verified: correct regis-
tration and password recovery using a Google mail;
database and storing service; information update in
the database; service to share the measurement history;
connectivity with the App in an operator data network,
in a Wi-Fi network and with a weak connection signal;
performance of the battery; if the device overheats and
memory use.

Tests involved 16 healthy participants (7 men and
9 women, from 15 to 72 years of age), meeting biose-
curity regulations and according to the following Test
protocol: 1) The participants get an explanation about
the operation of the device; 2) Each participant should
sign a consent stating that he/she agrees with carry-
ing out tests with the device; 3) Each participant is
requested to access the App with his/her username
and to synchronize the application with the device; 4)
Each participant is requested to put his/her left arm
in the device with the palm of the hand facing down
and to close the band of the blood pressure meter as
shown in Figures 8b and 8c; 5) Each participant is
requested to make five measurements according to the
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procedure for acquiring and visualizing the values of
the physiological signals in the App; a rest of 180 s is
taken between measurements; 6) Five measurements
of the physiological variables are made using individ-
ually a blood pressure meter, a thermometer and an
oximeter, according to the measurement protocol of
each instrument; a rest of 180 s is taken between mea-
surements; 7) After measurements are finalized, each
participant is requested to answer the SUS and PSSUQ
questionnaires to know the level of satisfaction with
the algorithm corresponding to the method [25] and
using the «PSSUQ Calculator» tool [26]; 8) The device
is cleaned.

(b)

(a) (c)

Figure 8. Prototype of the device (a) Integration of the
elements and dimensions; (b) Correct position to take mea-
surements; (c) User with his left arm in the device, with
the blood pressure meter adjusted and the application syn-
chronized for starting the measurements.

3. Results and discussion

Figure 8a shows the device with the integrated mechan-
ical and electronic components. The dimensions of the
device are 22cm × 49.60cm × 28.5cm with a weight of
1.125Kg. Considering that the BIs operate simultane-
ously, the total measurement time is estimated as the
response time of the digital blood pressure meter, since
this is the BI that takes the longer time to produce a
response in its display. For this reason, it is considered
that the device enables obtaining measurements of
temperature, heart rate, blood pressure and level of
oxygen saturation in 70 s. Since it is necessary to clean
the device in case of various users, it is considered that
the time required by a user to employ the device is
4 min. After cleaning the device with alcohol, it can
be used again immediately. Based on this time, it is
possible to make 12 consecutive measurements in an
hour. Table 1 details the energy consumption of the
device components, obtaining a total consumption of
3.20 Ah. Considering battery specifications and total
consumption, the continuous operating time or auton-
omy is 1.37 h. For this reason, the device operates

without requiring power supply from the electric grid
for a satisfactory time, thus fulfilling the portability
and safety features according to standards such as IEC
60601.

Table 1. : Power consumption of the device during twelve
measurements in an hour of use

Element Time Current Consumption
medición (h) (A) (Ah)

Raspberry 1,00 0,70 0,70
Actuator 0,02 0,04 0,48

Thermometer 0,005 0,36 0,36
Oxímeter 0,04 0,36 0,36

Blood pressure meter 0,075 0,6 0,60
Display 1,00 0,74 0,74

Total 3,20comsuption

With respect to the recognition accuracy, when
the response values of the recognition algorithm are
compared with the values recorded during measure-
ment monitoring, an accuracy of 100% was obtained.
This success rate guarantees that the device records
the values of commercial BIs integrated in a platform
that stores the information for monitoring cases of
COVID-19 and other respiratory diseases; it has been
demonstrated that these data help in the diagnosis
and that they are obtained securely. Regarding the
operation of the App, it was verified that the access
with authentication through e-mail and password is
performed satisfactorily. Information about identifica-
tion, service provider, date of account creation, last
access data and unique user code are included during
account creation.

Figure 9a shows the interface corresponding to the
main page, which displays pages and main activities
of the application, such as: greetings section, mea-
surement history and synchronization with the device.
Figure 9b shows the button for activating the device
and starting taking physiological signals.

Figure 9c shows the information required to create
the user’s profile and Figure 9d shows an example
of the measurements stored in the Firebase database
obtained from the device.

During the tests, all measurements visualized in
the display were sent to the database. This enabled
verifying the correct operation of the digital platform
for recording the measurements of all BIs. The App is
simple and intuitive and constitutes an interface for
the communication between user and device.

It was verified that the application works perfectly
with different operating systems (Android and IOS)
and from a web page.
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(a) (b)

(c) (d)

Figure 9. App Interface (a) Main page; (b) Interface to
start the measurement; (c) User profile;(d) Measurement
history

It was verified that the application works perfectly
with different operating systems (Android and IOS)
and from a web page. Similarly, the application works
correctly with seven different smartphone brands. The
average time to open the application and show the
main interface is 3.25s ± 1.75s.

It was verified that no mobile device overheated
and that the average battery consumption of the ap-
plication is 5.10%. In case of using the total memory,
it was verified an average use of 13 MB of RAM and
25.9 of storage. These results confirm that the applica-
tion has a functionality of 100% and may be employed
without problems in different mobile devices.

Regarding the device measurement accuracy com-
pared with the measurements obtained using the in-
struments individually and manually activated, for
oxygen saturation, heart rate and body temperature,
the percentage of accuracy exceeds 98%. For blood
pressure, the percentage of accuracy exceeds 96%. The

results also demonstrate that the device mechanical
structure, which integrates the BIs and enables their
automatic activation, does not alter measurement pro-
tocols. The BIs employed are described in different
proposals as part of telemedicine and internet of things
platforms. Although in the case of blood pressure it
is recommended manual measurement [27], records
obtained with digital systems are considered valid and
useful in protocols for diagnosing and monitoring res-
piratory system diseases [19], [21], [28]. Therefore, the
device developed is considered a contribution as a tool
for assisting in such diagnosis and monitoring.

Table 2 shows the results of the SUS evaluation in
which every participant answered ten questions using
a scale from 1 to 5 (E1: totally disagree; E2: disagree;
E3: neutral; E4: agree; E5: totally agree). The ques-
tions answered were: 1) “I believe that I would use this
device frequently”; 2) “I find this device unnecessarily
complex”; 3) “I believe that this device was easy to
use”; 4) “I believe that I would need help from a person
with technical knowledge to use this device”; 5) “The
functionalities of this device are well integrated”; 6) “I
believe that the device is inconsistent”; 7) “I Imagine
that most of the people would learn to use this device
quickly”; 8) “I find that this device is confusing”; 9) “I
feel confident when using this device”; 10) “I needed to
learn many things before being able to use this device”.

The SUS score calculated with the algorithm cor-
responding to method [25] was 82.50 ± 17.17.

Over 60% of the participants think that they would
use this device frequently, that it was easy to use and
that its functionalities are well integrated.

Table 2. Results of the SUS questionnaire

Question % E1 % E2 % E3 % E4 % E5
1 10 15 13 12 50
2 56 25 0 19 0
3 0 19 6 12 63
4 19 19 6 6 50
5 0 31 6 0 63
6 57 6 6 31 0
7 6 38 12 0 44
8 61 19 20 0 0
9 0 44 6 6 44
10 63 6 6 25 0

Regarding the PSSUQ questionnaire score, the re-
sult about App performance and satisfaction is 1.47.
The usefulness of the system had a mean score of 1.25;
the information quality obtained a score of 1.5 and the
interface quality a score of 1.67. These results indicate
that the application is at a high level of satisfaction
and usability, since a smaller score between 1 and 7
indicates a better performance.

The participants initially thought that the device
may be considered complex, however, the instructions
provided, the availability of an operation manual and
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the practice help users to easily use the device. How-
ever, half of the participants expressed that they would
feel more secure with a professional guiding them. The
group of higher age stated the need of having a person
to assist them with the use of the App. This fact shows
that new technologies must include a training aimed
at the population who do not know about digital plat-
forms. Considering the potential of applications in the
middle of the pandemics and the new generation of
health services [29], it is transcendental to boost the in-
clusion of digital alphabetization so that telemedicine
proposals have a greater impact.

Another group expressed that manipulating a cell
phone with only one hand may be difficult, however,
the display facilitates starting the measurements and
tracking the data obtained. This gives security to users,
since some participants expressed that there were er-
rors in data transmission, which demanded repeat-
ing the measurements. It is important to incorporate
alarms and audio messages in the App as optional
resources to guide those users that require additional
help.

Overall, participants thought that the device is a
good equipment; however, it is necessary to get used
to have a device of this kind at home. A participant
expressed being uncomfortable of not being able to
see the hand during measurements, which states the
possibility of considering new materials for the struc-
ture that enable visualizing the measurement process
to guarantee confidence of users on the device.

It is necessary to conduct a study with population
that already got infected with COVID-19, with the
objective of analyzing the impact of the device as a
tool to take care of this population.

It is considered that the proposed device consti-
tutes a solid foundation to develop new platforms based
on artificial intelligence and data analysis algorithms
to diagnose asymptomatic cases of COVID-19, and
to establish prediction models with data acquired in
real-time [9], [20].

The availability of innovative resources in an acces-
sible manner will enable strengthening health services
in the future.

4. Conclusions

The proposed prototype of a device for automatic
measurement of physiological signals of interest for
diagnosing COVID-19 is easy to use, portable, nonin-
vasive, guarantees measurement validity and patient
safety.

The App enables the user to handle a medical his-
tory with key information for monitoring COVID-19
and other respiratory diseases. The usability tests were
very important to know aspects to be improved in the
mechanical structure and in the digital platform.
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Abstract Resumen
The energy consumption associated with the industry
sector represents 38% of the global energy demand,
being an important aspect that marks the develop-
ment of a country. In this sense, it is extremely im-
portant to diversify the different energy sources and
incorporate the use of renewable energy sources, such
as solar energy, not only with the idea of ensuring
energy supply, but also as elements that enable the
reduction of energy emissions generated by the use
of fossil fuels. This work addresses the main solar
collector technologies that may be incorporated into
different types of industries, based on experiences and
research in other countries. Based on this review, it
has been seen that an important part of the indus-
tries worldwide requires temperatures up to 250 °C
in their processes, which makes suitable the use of
solar energy technology. Depending on each industry,
flat plate, vacuum tube, Fresnel type or parabolic
trough solar collectors may be used. Finally, the sav-
ings associated with some facilities are detailed and
the challenges related to this sector are addressed.

El consumo energético asociado al sector de la indus-
tria representa el 38 % de la demanda de energía a
nivel global, siendo un aspecto importante que marca
el desarrollo de un país. En este sentido, es sumamente
importante diversificar las distintas fuentes de energía
e incorporar el uso de fuentes renovables de energía,
como la solar, no solamente con la idea de asegurar
el suministro energético, sino también considerando
como elementos que permitan la reducción de las emi-
siones generadas por el uso de combustibles fósiles.
El presente trabajo aborda las principales tecnologías
de colectores solares que pueden ser incorporadas a
distintos tipos de industrias, basado en experiencias
e investigaciones en otros países. Sobre la base de
esta revisión, se ha visto que una buena parte de las
industrias a nivel mundial requieren temperaturas en
sus procesos hasta los 250 °C, lo que hace idóneo el
uso de esta tecnología. En función de cada industria,
se podrán usar colectores solares de placa plana, de
tubos de vacío, del tipo Fresnel o cilindro parabólicos.
Por último, se detallan los ahorros asociados a algunas
instalaciones y se abordan los desafíos relacionados
con este sector.

Keywords: Solar energy, solar thermal collectors,
industrial applications.
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1. Introduction

Energy is a key component for the well-being and eco-
nomic development of a nation, and thus an economy
based on industrialization is one of the reasons of the
increasing trend in energy consumption [1]. The indus-
try sector employs 38 % of the global energy demand,
representing the economic activity with the highest
consumption of this resource [2]. For manufacturing in-
dustries, the energy sources generally come from fossil
fuels and natural gas. However, greenhouse gas emis-
sions produced by combustion of hydrocarbons, have
become an environmental problem that accelerates the
effects of climate change [3]. The current challenge
faced by the industry sector is incorporating efficient
alternatives of sustainable energy to reduce the air
pollution levels [4]. In this situation, a solution is the
implementation of systems based on renewable ener-
gies and energy efficiency measures, considering that in
the future fossil fuels will reach their extraction limit.
Due to its abundance and free availability, solar energy
is one of the renewable resources with the greatest
potential to reduce the levels of CO2 emissions to the
atmosphere [5]. It is possible to take advantage of solar
radiation in two ways: direct conversion in electric-
ity through photovoltaic cells and thermal conversion
using solar collectors [6].

The use of solar thermal energy in industry has
been the subject of research activity from the 70s
through programs of the International Energy Agency
(IEA) such as the Solar Heating & Cooling Programme
[7]. At the end of 2019 the installed solar thermal
power was 700 MWt, considering at least eight hundred
projects with a total capturing area of approximately
one-million square meters installed worldwide [8]. Food,
textile, paper, metal, plastic and chemical industries
highlight among the main industries that use solar
thermal energy in their manufacturing processes [9].
According to the type of industrial process, solar col-
lectors may be classified in three categories based on
their temperature range: low temperature (< 150 °C),
medium temperature (150 - 400 °C) and high temper-
ature (> 400 °C) [10]. However, in commercial and
industrial companies there is a greater demand at tem-
peratures below 250 °C [11]. This paper comprises a
review of the latest advances on solar thermal collec-
tors applied to industry through the presentation of
technical, economic and environmental aspects, con-
sidering real facilities and dynamic simulations of the
systems analyzed.

2. The use of solar thermal energy

The solar thermal energy consists of using energy from
the sun to heat a heat carrying fluid and transfer this
heat to another medium within a process or system.
This type of renewable energy can substitute or re-

duce the use of fossil fuels and due to the existence
of a competitive market it is considered as one of the
most economic commercial alternatives for producing
heat [12]. However, the intermittency of solar energy
makes necessary to have available auxiliary thermal
storage systems, which results in larger investment
costs and, in turn, lower economic viability for the
execution of new projects [13]. Thermal energy may be
stored in the form of latent heat or sensible heat; how-
ever, in the latent heat mechanism with phase change
materials (PCM) it is required a smaller storage vol-
ume since the energy density is larger than in heat
sensible materials [7].

Solar thermal collectors are devices in charge of
transforming solar energy into thermal energy through
different operating principles that vary according to
the type of collector used [14]. The main aspects to
be taken into account in industrial applications for
installing a solar thermal system are the target tem-
perature, energy requirement, economic criteria, space
availability and degree of maturity of the technology
analyzed [15]. Based on temperature ranges and the
use in industry, this work covers low and medium
temperature collectors.

2.1. Low temperature collectors

2.1.1. Flat plate collector

The flat plate collector (FPC) transforms solar energy
into thermal energy using a panel constituted by a
glazed cover, which enables solar light to pass, hit and
be absorbed by the selective surface of an absorbing
plate. Figure 1 shows the cross section of an FPC
where its components may be seen.

Figure 1. Parts of a flat plate collector [16]

After being intercepted by the plate, the thermal
energy is transferred to the inside of the tubes through
which the heat carrying fluid circulates, to finally go to
a storage system, or be used directly [17]. The system
heat loss is reduced using thermal insulation in the
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lower and lateral parts of the carcass; similarly, the
glass cover minimizes the convection and radiation
heat losses emitted from the absorbing plate [18]. A
particular feature of the FPCs is that they take ad-
vantage of direct and diffuse solar radiation; however,
since they are stationary, they receive less energy per
unit area of the collector [17]. These devices operate in
a low temperature interval (< 100 °C) and since they
have a simple structure compared with other collectors,
they have a low cost in the market [19].

2.1.2. Vacuum tube collector

The vacuum tube collector or evacuated tube collector
(ETC) consists of a specific number of crystal tubes
each of which is constituted by two concentric tubes.
The inner tube is covered by a selective absorbing
layer, while each concentric unit is separated by the
vacuum sealing principle [18]. The objective of generat-
ing vacuum is to reduce the convection and conduction
heat losses; in addition, it is a technical advantage that
enables operating the device at temperatures higher
than FPCs.

The operation temperature of an ETC may reach
values up to 120 °C [20]. In addition, the high thermal
efficiency and the relatively low cost of this collector
are the main reasons of its high competitiveness in the
market [21]. There are two main types of ETCs:

1. Heat-pipe ETC: This collector is based on the op-
erating principle known as evaporation-condensation
cycle. The process starts when the heat tube receives
solar radiation which makes that the highly volatile
fluid (for example, methanol or ethanol) contained in
it changes from liquid to gaseous state, causing that
the vapor goes to the upper part of the tube where the
condenser is located [18]. After condensing the vapor
releases latent heat to the main circuit and then the
condensed liquid returns to the lower part of the tube
to complete the circulation cycle [22]. Figure 2 shows
the cross section of a heat-pipe vacuum tube collector.

2. Direct flow ETC. In this collector, the inside
of the absorbing tube is vacuum insulated and has a
U-shaped tube built-in which enables the inlet and
outlet of the fluid (Figure 3). The inner tube is made
up of metal and is covered with a coating of selec-
tive material to accelerate heat transfer to the fluid
and reduce radiation losses. During the process, the
cold fluid enters and absorbs heat from the U-shaped
tubes heated by solar radiation to finally be discharged
through the outlet of the pipes [17].

Figure 2. Cross-section of a heat-pipe tube collector [16]

Figure 3. Cross-section of a direct flow vacuum tube col-
lector [9]

2.1.3. Compound parabolic collector

The compound parabolic collector (CPC) consists of
two parabolic surfaces covered by reflective material
that share the same center. The absorbing tube is lo-
cated in the center of these parabolas, which enables
capturing the incident solar radiation that enters the
opening area of the collector within the acceptance
angle [19].

The construction design of these devices enables a
better use of the diffuse solar radiation and reduces
the action of performing continuous tracking adjust-
ments [23]. There are various models which adapt to
achieve a higher efficiency; a very practical example
is to couple the CPC with vacuum tubes. In indus-
trial applications, the CPCs reach temperatures < 150
°C [24]. Figure 4 shows a schematic representation of
this collector where it is seen the two parabolic surfaces
that concentrate solar radiation in the absorbing tube.
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Figure 4. Compound parabolic collector [9]

2.2. Medium temperature collectors

2.2.1. Evacuated flat plate collector

The evacuated flat plate collector (EFPC) combines
the design of the FPC and the vacuum principle of
the ETC. Figure 5 shows that a collector of this type
consists of: a structure constituted by an aluminum
carcass and various elements such as a glass cover,
an absorbing plate, a copper coil for heat exchange
and a lower plate. The inner vacuum enables achiev-
ing a higher thermal efficiency since the conduction
and convection losses are eliminated; in addition, this
effect causes that the collector occupies less surface
than the ETC. Medium temperatures between 120 and
180 °C may be reached with this technology, to fulfill
requirements of industrial heat [25].

Figure 5. Structure of the evacuated flat plate collec-
tor [25]

2.2.2. Parabolic Cylinder collector

The parabolic cylinder collector or parabolic trough
collector (PTC) has a parabolic-shaped sheet that re-
flects direct solar radiation and concentrates it in the
receiving tube located along the focal line. In general,
the metal absorbing tube is covered with a selective
material (copper) which improves heat transfer to the

inside of the tube through which the heat carrying
fluid circulates. This absorbing pipeline is vacuum in-
sulated with a glass tube to reduce the convection
thermal losses, although optical losses are produced
by the effect of reflection [19]. These collectors should
be coupled to a tracking system to get aligned to the
sun trajectory during the day (Figure 6).

The orientation of the collector may be config-
ured in north-south direction with east-west tracking
to capture more energy during summer; whereas, if
the objective is maximizing the energy during winter
the appropriate direction of the collector should be
east-west with north-south tracking [26]. Solar concen-
tration modules with a capturing area smaller than
250 m2 and operating at a medium temperature below
300 °C are normally used in industrial processes with
this type of collectors [27]].

Figure 6. Scheme of a parabolic cylinder collector [16]

2.2.3. Linear Fresnel collector

The linear Fresnel collector (LFC) consists of two main
parts: a stationary absorbing tube through which the
heat carrying fluid circulates and a series of reflecting
mirrors aligned horizontally that are coupled to a uni-
axial tracking system [19]. The operating principle of
the collector occurs when the solar radiation impacts
on the reflecting mirrors (either curved or flat) and is
directed to concentrate in the absorbing tube (Figure
7).

To maximize the concentration of solar energy, par-
ticular designs decide to install a CPC collector on
the upper part of the receiver or focal point with the
objective of redirecting solar radiation to the absorb-
ing tube [28]. One of the advantages that make an
LFC competitive with respect to a PTC is its simple
construction, which implies a lower investment cost;
however, optical and geometrical limitations such as
shading and blocking between mirrors reduce the de-
gree of efficiency of the collector [27]. In industrial
processes, this type of collector may reach medium
temperature intervals (60 ºC < T < 250 ºC) [29].
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Figure 7. Scheme of a linear Fresnel collector [9]

The efficiency (η) equation may be employed to
compare the performance between collectors.

η = a0 − a1
(Tm − Tamb)

G
− a2

(Tm − Tamb)2

G
(1)

Figure 8 shows a comparison between efficiencies
for various solar thermal collectors according to Equa-
tion (1), where: Tm corresponds to the mean temper-
ature of the heat carrying fluid, Tamb is the ambient
temperature, a0 is the optical performance, a1 is the
first-order coefficient of losses, a2 is the second-order
coefficient of losses and G is the global irradiance. For
this comparison, it is assumed a global irradiance of
1000 W/m2 and an ambient temperature of 20 °C; it
is observed through equation (1) that FPC collectors
achieve a high efficiency for a low ∆T , whereas as this
variable increases its efficiency is drastically reduced.
The opposite occurs with the remaining collectors, for
which the efficiency reduces as the value of ∆T in-
creases not so drastically. It is even observed that the
PTC collector maintains its efficiency almost constant
as the temperature differential ∆T increases.

Figure 8. Comparison between solar collectors (Prepared by the authors)

3. Application of solar thermal energy
in industry

Solar thermal energy has become a key component
that will contribute to the decarbonization of the in-
dustry sector. The worldwide heat consumption in
the industry sector is approximately 85 EJ, of which
30 % corresponds to the demand of low temperature
heat [30]]. A review of case studies is presented here-

after, based on computer simulation, for industrial
applications.

A research study to evaluate the viability of in-
tegrating an FPC as a heat generation system for
preheating raw material in two fish flour producing
companies was conducted in South Africa. The study
demonstrated that the installation profitability is jus-
tified in factory A, because it is required a relatively
constant heat monthly demand and due to the high
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cost of fuel oil which make this system a competitive
solar technology. However, installing an FPC system
in factory B is not feasible due to the low cost of
carbon and because the seasonal demand profile is
variable [31]. A study to evaluate the performance
of incorporating a heat storage system with phase
change materials together with FPC collectors in the
tropical zone of Merida-Mexico revealed that lauric
acid, due to its thermophysical characteristics, is the
most appropriate PCM to obtain a higher thermal gain
throughout the year. In addition, the financial analysis
indicated that the maximum value of 17.2 % in the
internal rate of return is achieved if the heat storage
system is coupled with an arrangement of five FPC
collectors for the water heating process in a clothing
factory [32].

On the other hand, Anastasovski [33] analyzed the
performance of eighteen solutions for integrating so-
lar heat in an ethanol producing industry considering

ETC and PTC technologies, considering solar radia-
tion in typical days during the seasons of the year. The
findings show that the most attractive solution is the
design with ETCs coupled to a heat storage system
with high pressure water during the winter solstice,
since it enables replacing 35 % of the heat required
and recover the investment in approximately 4.5 years.

In other study, Maillot, Castaing-Lasvignottes and
Marc [34] simulated four different cases to assess the
direct and indirect integration of coupling ETC col-
lectors in the vapor generation system of a yogurt
producing industry. According to the technical eval-
uation, the highest saving of fuel is 24 %, which is
achieved when the collectors with a capturing area
of 555 m2 are directly integrated in the tank of the
boiler.

Table 1 shows technical aspects for industrial ap-
plications, existing and at a simulation level, based on
thermal systems with FPC and ETC technologies.

Table 1. Technical, economic and environmental aspects of the application and simulation of solar collectors with FPC
and ETC technologies for industrial processes in different countries of the world

Location Industry

Temperature Capturing Solar

Savings Sourceindustrial area fraction
process collector (%)

(°C) (m2)

South Africa
Production of

70 384-FPC 81
32 061 liters

[31]fish flour of fuel oil
preheating

Production of ethanol
water heating approx. 57 %

Macedonia preparation of 95 n/a-ETC n/a of fuel oil [33]
saline solutions
and molasses
Yogurt-vapor

generation from 24 % of
Reunion the direct integration of 160-170 555-ETC n/a fuel [34]
Island the solar collector in

the tank of the boler
Milk-water heating

drying and cleaning of 77,23
Marocco fruits, colling and 60-90 400-ETC 41 tCO2e/year [35]

pasteurization

Ethiopia Clothes-water 50-90 472-ETC 56,3 252,2 [36]heating dyeing tCO2e/year

In the case of CPC collectors, Milczarek et al. [37]
experimented with the drying of tomato and plum
marcs with a solar drum dryer, for which they used
26 external CPC with a capturing area of 98.3 m2

that enabled heating the drum surface to a minimum
temperature of 92°C. The final result demonstrated
the effectiveness of solar thermal energy to achieve

stability in the storage of these fruits and vegetables.
In Argentina, the CPCs have shown to be an economic
and environmentally viable alternative at temperatures
that oscillate between 100 y 150 °C since the leveled
energy cost is between 2.5 and 16.9 euros per kWh/m2.
Similarly, the ranges associated to the reduction of
greenhouse gas emissions by substituting electricity
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and natural gas by this solar system are between 179
and 348 kgCO2/m2·year and between 113 and 220
kgCO2/m2·year, respectively.

Table 2 shows cases about applications and simu-
lations with PTC and LFC capturing technologies.

Table 2. Technical, economic and environmental aspects of the application and simulation of solar collectors with PTC
and LFC technologies for industrial processes in different countries of the world

Location Industry

Temperature Capturing Solar

Savings Sourceindustrial area fraction
process collector (%)

(°C) (m2)
Italy Pasta-water 4,7

(Molina di heating-drying 135 840-PTC 23 tCO2/week [11]
Fiemme) of pasta

Drinks-vapor

188 288-PTC n/a [38]Cyprus generation-cleaning, 40
(Limasol) pasteurization and €/t of vapor

sterilization
Switzerland LMilk-water 117 627-PTC 12 69 [39](Saignelégier) heating-cleaning tCO2/yerar

Production of agglomerated

170 1328-PTC 36,9 [40]Portugal of expanded cork 76,5 tep and
(Santarém) preheating of bolier 201,8 tCO2e/GJ

feeding water
Morocco Asphalt-bitumen 160 n/a-PTC 40 0,75-1,5 [41](Rabat) heating tCO2/year/kW

Indonesia Niquel mining vapor generation 135-145 n/a-LFC n/a 45 000 [42]for sulfur heating USD/year
Italy Wheat pasta

120-140 6602-LFC 40 n/a [43](Sicily) overhead water
pasta drying

The study by means of dynamic modeling of a solar
field with PTCs, for water heating in the process of dry-
ing Italian pasta in an Italian factory, evidenced that
the design of this system has the capability of guaran-
teeing 23 % of the weekly thermal energy demand used
in this process [11]. In the work by Ghazouani, Bouya
and Benaissa [15], the design and operating parame-
ters of a small PTC were analyzed with the purpose
of maximizing the thermal and economic efficiency
and the energy performance under the meteorologic
conditions of the city of Rabat; with the improvement
of the technical features of the collector they were able
to supply more than 12.84 MWh/year at a competitive
smaller cost of 0.022 USD/kWh with each device.

In the case of milk industry, Biencinto et al. [44] pro-
posed an innovative thermal storage system supplied
by a field of PTCs to contribute to the heat demand
at three different temperature levels in the pasteuriza-
tion process. According to the simulation results, the
use of thermal storage based on pentaglycerine (PCM)
covering a range of three hours may fulfill 20-27 % and
40-52 % of the annual energy demand in the cities of
Graz-Austria and Almería-Spain, respectively.

In their study conducted for the implementation
of solar thermal energy in the milk industry in India,
Sharma et al. [45] determined that through the instal-
lation of PTCs it is possible to reach a solar fraction
between 16 and 33 % according to the location of each
factory. However, the low cost of fossil fuels and the in-
ability of solar systems to fulfill the total heat demand
in manufacturing processes, make these investments
unsecure.

May Tzuc et al. [46] performed an optimization
model with PTCs to be integrated in the milk in-
dustry considering four different types of climates in
Mexico. The research states that these collectors may
fulfill a demand ranging between 40 and 80 % of the
heat used in pasteurization. Similarly, the annual sav-
ing in emissions for the four climatic regions with the
application of this technology oscillates between 39.5
and 95.3 tCO2.

Cortés et al. [47] indicated that the integration
of PTCs in the food industry in Chile results techni-
cally and economically feasible, because this technology
would be competitive with fossil fuels if in most of the
regions of the country the installation cost of the solar
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field is under 250 USD/m2.
Ktistis, Agathokleous and Kalogirou [38] demon-

strated that PTCs coupled with a concrete storage
system is a viable alternative to be used in the drinks
industry in Cyprus, since the vapor production cost for
cleaning, pasteurization and sterilization processes of
the factory with this solar system is 10 €/t, as opposed
to 50 €/t which is the cost of vapor generation when a
conventional boiler is employed with fuel price of 700
euros per ton.

Regarding LFCs, Laadel et al. [48] argued that
this solar collector coupled to a heat system is techni-
cally suitable for integration in Moroccan industries,
since they may reach solar fraction values up to 40 %
without including thermal storage. Buscemi et al. [43]
examined the possibility of generating heat from a
solar field with LFCs for pasta drying in an Italian
factory. The simulation result of this solar system with
concrete storage generates a solar fraction of 40 % and
an investment recovery time of eight years.

There are research works about the application
of solar heat which are exploring other sectors and
operations, such as for example the asphalt industry
for heating bitumen [41]; in management processes of
industrial and residual waters [49] and in vapor gener-
ation for the pharmaceutical industry using LFCs [50].

In this context, the contribution of new research
works about adjusting the design of solar collectors
has enabled searching for alternatives to improve per-
formance and reduce the leveled cost of heat for these
thermal systems. For example, the innovative design of

an FPC with only one collector tube with spiral shape
compared with a conventional FPC with the same area
and tubes of the same diameter and length, achieves
an improvement of 21.45 % in thermal efficiency when
operating with a mass flow of 0.026 kg/s and 1011
W/m2; in addition, the pressure drop of the fluid is
reduced with the spiral design of the tube and it is
possible to save 30 % of the total of manufacturing
materials [51].

An experiment conducted in Las Vegas-USA about
the design of a support structure for a PTC using
wood, demonstrated that the collector may have an
appropriate performance for thirty years with a con-
tinuous monitoring and maintenance of the wood. The
economic analysis determined that the estimated in-
stallation cost of this design was 56.14 USD/m2, which
significantly reduces the leveled cost of heat for gener-
ation of vapor in the industrial process [52].

4. Suppliers of solar thermal collectors

According to the Solar Payback program, 251 MWt
related to solar thermal systems were installed during
2019, intended to industry worldwide, a value signifi-
cantly larger than the 39 MWt installed in 2018 [53].
This program counts around 76 worldwide suppliers of
solar capturing technologies, most of which produce
their own systems. Table 3 presents the suppliers that
had installed more than ten projects by the end of
2019, under the modality of «turnkey»

Table 3. Suppliers of «turnkey» solar collectors [53]

Collector Supplier/Country Projects Area (m2)

FPC Modulo Solar/Mexico 89 15 616
Inter Solar Systems/India 22 10 400

ETC

Sunrain Solar Energy /China 72 52 970
Linuo Paradigma/China 47 90 470

Ritter Energie-und Umwelttechnik/Germany 29 5165
Sunda Solar Energy/ China 16 9432

Himin/China 15 29 627

PTC
Inventive Power/Mexico 66 10 570

Vicot Solar Technology/China 24 22 560
Soliterm/Germany 20 37 069

Paraboloid Megawatt Solutions/India 32 16 545dish
Heat supply Millennium Energy Industries (MEI)/Jordan 22 3611

contract Solid Energy Systems/Austria 15 11 779
n/a Casolar/Mexico 14 n/a
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5. Costs of the technologies

In order to integrate a solar heat system in an industry,
it is necessary to consider the operating temperature
of the solar collector, its cost, the operating and main-
tenance requirements, as well as other factors related
with the use of soil, the time variability of produc-
tion and the price of fuels [54]. It is also necessary
to know that the cost of collectors generally repre-
sents between 50 and 70 % of the solar thermal system
investment [55]. Table 4 details the areal cost of the dif-
ferent solar capturing technologies, however, it should
be taken into account that the information provided
about the economic values of the devices is based on
referential amounts from simulations and scientific
studies.

6. Saving in greenhouse gases emissions

In 2018, direct emissions of CO2 coming from the in-
dustry sector reached a value of 8.5 GtCO2, which
represents 24 % of global emissions. The Sustainable
Development Scenario proposed by IEA mentions that
to reach zero net emissions in 2070, industry emissions
must be reduced 1.2 % annually to reach 7.4 GtCO2
in 2030 [56]. The different solar capturing technologies
are an alternative to contribute to achieve this environ-
mental goal. A study conducted in China determined
that the ten industrial sectors that integrate solar cap-
turing technologies in their productive processes may
reduce approximately 98.22 million tCO2 in 2020 [55].

Table 4. Costs of the different solar capturing technologies

Collector Country Cost Source(USD/m2)

FPC
Mexico 287 * [57]
Chile 330-687 [54]

Zimbabwe 220-347 [58]

ETC
Mexico 472 * [57]
Chile 460-817 [54]

Zimbabwe 157-433 [58]

CPC Spain 268-387 * [59]
Italy 131 * [11]

PTC

Mexico 402 * [57]
Spain 393-666 * [59]
Chile 379-1263 [54]
Italy 262 * [11]

LFC Spain 309-506 * [59]
Italy 199 * [11]

*Monetary units adjusted from euros to USD, con-
sidering an exchange rate of 1.19 USD per euro,
according to the average price of the currency in
the period July 2020-July 2021 [60].

On the other hand, McMillan et al. [61] demon-
strated that in USA the PTCs combined with a sensible
heat storage system using water or synthetic oil, are
the technology that may be employed to fulfill the heat
demand in industrial processes in most of the country;
and its installation might represent an annual saving
of 137 million of metric tons of CO2.

Another research evidenced that the installation
of solar thermal systems in various processes of the
cotton textile industry in India might reduce between
2.46 and 7.67 million tCO2 annually [62]. In Europe,
Kylili et al. [63] analyzed the emissions reducing poten-
tial associated with the installation of low temperature
solar thermal systems for heating water in industries.
In their study, they evaluated the pollution degree
based on the phases of the life cycle of the system,
and concluded that it is possible to save between 35
and 75 GJ of energy, and between 2 and 5 tCO2/kWt
depending on the geographic zone.

7. Research challenges and opportuni-
ties

According to the literature reviewed, there is a pro-
gressive trend in the use of solar thermal energy in
various industrial processes, but the real installed ca-
pacity is still small. Hereafter, some topics that may
be addressed are presented, in order to promote the
extensive use of solar thermal energy in industry.

• Development of new thermal collectors and stor-
age technologies: research on new materials that
improve the thermal generation efficiency and
reduce the weight of collectors. In storage sys-
tems it is essential to search for alternatives with
higher thermodynamic efficiency to reduce the
impact of solar intermittency [64].

• Adaptability to industrial processes: the industry
sector requires an innovative integration between
solar collectors and process technologies that are
adapted to different sectors and location of in-
dustries [64].

• Investment in R+D: The current crisis related to
COVID-19 will reduce the R+D investment in
the private sector, and thus the Governments of
the most important economies will be in charge
of promoting policies and economic support that
motivate the R+D in this area [65].

8. Conclusions

Until 2019, the solar thermal energy incorporated in
industrial processes represented an installed power of
700 MWt, being a continuously growing alternative
within this economic sector.
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In the industrial sector, solar thermal collectors
are mainly used for water heating and vapor genera-
tion. Food industries are the ones that have mostly
integrated these technologies, since most of their pro-
cesses require low temperature heat. However, various
studies have evaluated that solar thermal energy may
be implemented in mining, textile and pharmaceutical
industries, among others.

In order to integrate solar thermal technologies in
industry, it should be mainly considered the thermal
energy demand of the process, the production profile,
the available space, the geographic location, and the
type and cost of the collector.

It has been seen that the main obstacles that pre-
vent the expansion of solar thermal technologies in the
industrial market are the low cost of fossil fuels, eco-
nomic thermal storage systems still being researched
and nonexistent or inefficient energy policy.
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Abstract Resumen
Welding metal alloys with dissimilar melting points
make conventional welding processes unfeasible to
be used. On the other hand, friction welding has
proven to be a promising technology capable of join-
ing materials, while preventing the temperature from
exceeding the melting point. However, obtaining a
welded joint with mechanical properties that are sim-
ilar to the base materials remains a challenge. In
the development of this work, a laser-assisted rotary
friction welding equipment was designed and man-
ufactured. A 3 HP conventional lathe was used to
provide rotary movement, and a hydraulic pressure
system that applies axial force through a simple effect
cylinder was designed to generate friction to obtain
the union between the base materials.

La soldadura de materiales disímiles hace que los
procesos de soldadura convencional no sean factibles
de ser utilizados. La soldadura por fricción, por otro
lado, ha demostrado ser una tecnología prometedora
capaz de unir materiales sin que la temperatura su-
pere su punto de fusión. Sin embargo, la obtención
de las propiedades mecánicas de la junta soldada con
características similares a los materiales base sigue
siendo un desafío. En el desarrollo de este trabajo
se diseñó y fabricó un equipo de soldadura por fric-
ción rotatoria con asistencia láser. Para proporcionar
el movimiento rotatorio se empleó un torno conven-
cional de 3 HP de potencia y para generar fricción se
diseñó un sistema hidráulico de presión el cual aplica
fuerza axial mediante un cilindro de simple efecto
para obtener la unión entre los materiales base.
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In the implemented equipment, joints of AISI 1045
steel and 2017-T6 aluminum shafts were made. The
welded joints were metallurgically evaluated, empha-
sizing on the chemical composition at the weld inter-
face. For microstructure characterization, scanning
electron microscopy (SEM), energy dispersion spec-
troscopy (EDS), and glow discharge optical emission
spectrometry (GDOES) were used to measure the ini-
tial composition of the welded materials. The results
obtained show an adequate joint between the base
materials, denoting the usefulness of the equipment
manufactured for the union of dissimilar materials.

En el equipo implementado se realizaron uniones
de ejes de acero AISI 1045 con aluminio 2017-T6;
las uniones soldadas se evaluaron metalúrgicamente,
haciendo hincapié en la composición química en la
interfaz de la soldadura. Para la caracterización de
la microestructura se empleó microscopía electrónica
de barrido (SEM), espectroscopía de dispersión de
energía (EDS) y espectrometría de emisión óptica de
descarga luminiscente (GDOES) para medir la com-
posición inicial de los materiales que se soldaron. Los
resultados obtenidos muestran una adecuada unión
entre los materiales base, denotando la utilidad del
equipo fabricado para la unión de materiales disimiles.

Keywords: Steel, Aluminum, Laser, Dissimilar ma-
terials, Microstructure, Friction welding

Palabras clave: acero, aluminio, láser, materiales
disímiles, microestructura, soldadura por fricción
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1. Introduction

The processes for joining metals have become an essen-
tial need for different industries related to metallurgy
and welding. Depending on the sector, the appropriate
selection of materials and procedures, together with
security and quality standards, are essential aspects in
the engineering industry [1]. When it is required to join
materials with different characteristics, conventional
fusion welding is unfeasible due to its metallurgic lim-
itations. At present, conventional processes are not
enough due to the difference between their melting
points that generate intermetallic compounds of fragile
features which are not beneficial at all for the welded
joint [2]. Based on this issue, solid-state welding has
been a promising joining process, in which two working
pieces are joined under pressure, generating heat due
to friction at temperatures below the melting point of
the base materials [3]. Such friction welding (FW) has
been an alternative solid-state joining method, since it
produces a coalescence of materials under a compres-
sion force between two working pieces that rotate or
move in contact producing heat and plastically displac-
ing the material until creating a contact interface [4].
The weld metal, the flux and the protection gas are
not necessary in this process, due to its simplicity. The
process stated under the base of academic studies, has
placed it among one of the best for the series produc-
tion of joints in dissimilar materials [5]. For this reason,
the FW process is used in the automotive, aeronautic,
oil and electric industries, among others.

Joining steels with other materials in friction weld-
ing processes may have unexpected phase propagations,
grain boundary corrosion or generation of delta and
sigma ferrite phases in the welding interface. There-
fore, some precautions have been considered, such
as determining the variables with respect to thermal
treatments, increasing welding velocity, because in
this manner it will be achieved a certain homogeneity
in the temperature distribution in the two compo-
nents [6]. Under this context, obtaining welded joints
with appropriate mechanical and metallurgic proper-
ties would contribute to the increasing interest in a
broad range of industrial applications. Manufacturing
components in the transportation and aeronautic in-
dustry, require welded cylindrical elements with good
mechanical properties, low specific weight and good
resistance to corrosion. Concretely, introducing steel
and aluminum pieces in rotating systems and in steel
structures require the development of reliable, efficient
and economic joining processes. Through the applica-
tion of a laser beam it might be possible to optimize
the welding quality in a conventional FW process. Li,
Yu, Li, Zhang and Wang [7] state that, during the
conventional FW process, heat generation is mainly
determined by the rotation speed, the friction pressure
and the friction time. Thus, heating energy is very

limited, especially for welding slim axes.
The weld joint of the rotary friction welding pro-

cess it the most important part and must be analyzed,
characterized by a narrow heat affected zone (HAZ),
presence of plastically deformed material around the
welding (flash) and absence of a melted zone. Taban,
Gould and Lippold [8] made joints between shafts of
a 6061-T6 aluminum and AISI 1018 steel alloy, using
rotational speeds up to 4200 rpm, friction pressure of
23 MPa, friction time of 1 s, forging times of 5 s and
forging pressure of 60 MPa. Results showed a tensile
strength of 250 MPa with failures in the plastic zone
due to the existence of an interface with Al-Fe inter-
metallic compound, with a thickness of 250 nm related
to the Fe2Al5 phases that are formed at temperatures
above 1200 °C [9]. Handa and Chawla [10] adapted a
conventional lathe with a pressure and brake system
to create a RFW machine. The authors found that
the maximum tensile strength and the impact resis-
tance are acceptable at a rotational speed of 1250 rpm
with an axial pressure of 120 MPa, for AISI 1021 steel
welded joints with a diameter of 20 mm. On the other
hand, Luo et al. [11] developed a method for joining
a shock absorber and its rod, with the purpose of re-
ducing the welding burrs. In this way they determined
that, with an appropriate selection of parameters, the
friction welding process is very effective for this type
of applications, as opposed to conventional methods,
because the obtained microstructure shows more uni-
form grains in the absence of phase change, which does
not happen under fusion welding processes.

The main advantages of the CDFW process are
the material saving, the short production time and the
possibility of welding dissimilar materials. At present
it is used for manufacturing elements in the auto-
motive industry such as valves, gears, half shafts,
turbo fan shafts, connections, pistons, etc. Ferrous
and non-ferrous alloys are used to manufacture such
elements [12]. Due to its versatility, friction welding
has a generalized industrial use as a mass production
process for joining materials [5]. However, to make
dissimilar joints, the FW process requires alternative
preheating methods with the purpose of providing bet-
ter properties to the welded materials. For this reason,
a rotary friction welding equipment was built during
the development of this work, in which a preheating
through laser is also applied to accelerate the process
and improve coupling between base materials.

The operating principle for this experiment is illus-
trated in Figure 1, which describes the stages of the
laser-assisted experiment in its design stage. In the
development carried out, ω represents the rotational
velocity in the left end, F1 the friction force and F2
the forging force. For this configuration, a laser beam
acts on one of the materials, increasing its tempera-
ture before the rotary friction welding (RFW) process
starts.
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(a)

(b)

(c)

Figure 1. Stages of the laser-assisted friction welding pro-
cess. a) Rotation of the steel shaft and laser activation. b)
End of the laser application and start of the friction process
through the application of the F1 force. c) Suspension of
the rotation and application of the forging axial force [13]

2. Materials and methods

An extensive literature review was conducted for the
design process, identifying publications that present
rotary friction welding known as Continuous drive fric-
tion welding [14–19]. Two essential mechanisms are
identified in this process: one of rotation and another
one of pressure. To move the shaft, it has been chosen
a 3 HP conventional lathe, with a rotational velocity of
2000 rpm and a distance of 1000 mm between centers.
Whereas for the friction and forging system, it was de-
signed a hydraulically operated pressure system which
enables making the friction joints at various pressure
levels. The pressure mechanism consists of a hydraulic

system with a capacity of 5 tons, driven by a 300 c.c.
hydraulic pump. The pressure mechanism also has a
manometer that enables visualizing the friction and
forging pressures.

For designing the pressure mechanism (Figure 2),
a pressure counterpoint was coupled to the lathe, the
design was carried out in the 3D Autodesk Inventor
design software. Materials were used according to the
stress degree to be withstood in the welding process.
The structure of the device is built in AISI 1020 steel,
while AISI 1045 and AISI 4120 steels were used for the
parts that will receive a higher stress such as the nozzle
fitting, the vibration damping block and the mount-
ing flange, respectively. Figure 2a shows the designed
counterpoint. Using Computer Assisted Engineering
(CAE), the parts of the system were subject to a 1000
kg force to verify the maximum stress and its deforma-
tion in the shafts. The maximum deformation on the
X axis, with a value of 0.1282 mm, may be observed in
Figure 2b; this value is acceptable for the weld joints
to be concentric and of quality.

For hydraulic design it was considered that the max-
imum force between test tubes is 1000 kg, according to
the research conducted in [20]. The force established
will enable making welding in steel or aluminum shafts
with diameters up to 20 mm. An experimental test was
conducted using a universal compression test machine
to determine the hydraulic pressure. Applying pressure
with the hydraulic piston and measuring the maximum
force attained, it is obtained a pressure value that en-
ables establishing the capacities of the system. Table
1 presents a pressure analysis for each pressure value
in the cylinder.

(a)

(b)

Figure 2. Design of the hydraulic pressure system, a)
Computer assisted design, b) simulation of the maximum
displacement
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Table 1. Test pressures

Cylinder Forced Displacementpressure applied (mm)(MPa) (kg)
25,4 254 0,93
52 520 1,27
100 1000 1,79

149,9 1499 2,21
200,4 2004 2,62
624,4 6244 5.17

A CO2 laser equipment (Oerlikon OPL3500) with a
power of 3.5 kW, a wavelength of 10.6 µm and TEM00
(Figure 3) was used as heat source. Preheating is ap-
plied using this equipment so that the joint between
the base materials is more efficient according to the
results reported in the literature [21–27].

Figure 3. Laser-assisted friction welding (LAFW) equip-
ment

The friction welding process was made on AISI
1045 shafts and 2017-T4 aluminum shafts, each with
a diameter of 15 mm and a length of 180 mm. The
nominal chemical compositions of the base materials
are shown in Table 2. The mechanical properties of
the base materials are presented in Table 3.

Table 2. Chemical composition of the base materials

Material Elements (wt %)

AISI 1045

Fe C Mn Si
98.41 0.40 0.72 0.22
Cu Al P S
0.13 0.02 0.01 0.01

AA 2017

Al Cu Mg Mn
92.92 4.25 1.58 0.84

Fe Zn Cr Si
0.34 0.04 0.01 0.002

Table 3. Mechanical properties of the base materials

Material
Shear Creep Hardnessstress stress (HV)(MPa) (MPa)

AISI 1045 617-680 330-392 260-330
AA 2017 370-420 215-260 105-120

The joining process consists of preheating the steel
shaft for 40 seconds; the friction process starts when
a rotational velocity between 1600 and 1800 rpm is
reached, then the axial friction pressure is applied
(14/21 MPa) through the hydraulic mechanism for 60
seconds, until achieving the forging. At last, a forging
pressure (42.1 MPa) was applied for 40 seconds. These
constant parameter values were chosen after various
preliminary tests, in which it was found that these
were the optimal values with respect to the capacity
of the hardware used (Figure 4).

Figure 4. Parameters of the welding process

Where, for the time of laser preheating the pres-
sure, P = 0 MPa. Afterwards for the friction time,
the friction pressure Pf = 14 and 21 MPa. At last, at
forging time the forging pressure increases to Pu =
42.1 MPa.

For macro and microstructural evaluation, 12 spec-
imens obtained with the laser-assisted welding process
were analyzed. The cross sections of the welded joints
were subject to a metallographic preparation of coarse
polishing with 200, 400, 600, 800 sandpapers, up to a
grain sandpaper 1000 according to the ASTM E407
standard. It was applied a fine polishing using alumina
with an average grain diameter of 0.04 µm and a di-
amond paste abrasive with a diameter of 0.01 µm to
prevent irregularities on the sample surface. The equip-
ment used to observe the microstructure is a MEIJI
microscope model IM 7200 with an amplification up
to 100x, 500x y 1000x.

With the purpose of visualizing the phases present
and the grain size, a chemical attack was carried out
on the steel through immersion for 10 seconds in a
Nital solution (alcohol at 95 % and HNO3 nitric acid
in 5 ml). For the aluminum component, a swab was
impregnated for 15 seconds with a hydrofluoric acid
solution (1 ml of hydrogen fluoride HF and 200 ml of
H2O). The measurement of the grain size was carried
out according to the ASTM E112 standard using the
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intercept method for all cases. At last, a comparison
was made between the conventional FW process and
the LAFW process developed by the authors.

3. Results and discussion

During the welding process it is observed the applica-
tion of the laser to the steel, and after the application
of friction and forging a flash is formed around the
aluminum shaft (Figure 5). The formation of the flash
is mainly influenced by the characteristics of the ma-
terial added to the friction pressure, which produces a
more significant deformation, causing a larger effect of
the flash due to the higher mechanical pressure [20].

(a)

(b)

(c)

Figure 5. Welding process. a) Application of the laser on
the steel shaft. b) Formation of the flash in the aluminum
shaft. c) Welded test tube

In general, the aspect of the welded joint for the con-
ditions established is symmetrical, the friction pressure
mainly has influence on a flash effect that generally
occurs in the aluminum side [8]. A larger mechanical
pressure leads to a greater deformation of the material
which in turn produces a larger flash effect (Figure 6).

Figure 6. Welded test tubes, where it may be observed
different configurations of the flash on the aluminum shaft

The joint between aluminum and steel starts from
the outer region and moves towards the center. The
joint shown in Figure 7a presents a homogeneous joint,
due to the additional heat supplied by the laser which
promotes the homogenization of the material enabling
the fusion of both materials [14]. To determine the
quality of the joint it is necessary to analyze the mi-
crostructure through the chemical attack, to verify the
deformation of the aluminum in the steel (Figure 7b).

Figure 7. Cross section – Micrograph of the steel-
aluminum joint 500x

For steel-aluminum joints produced through fric-
tion welding, it is known that there are four zones de-
fined from the ends towards the center: non-deformed
zone (NDZ), heat affected zone (HAZ), thermo-
mechanically affected zone (TMAZ) and Fe-Al reaction
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or interface layer. In the case of the steel, the NDZ
presents a matrix constituted by approximately 39.36
% of ferrite and 60.64 % of perlite. The matrix has a
0.45 % of carbon and an ASTM 6 grain size, which
corresponds to an AISI 1045 steel (Figure 8a). The
HAZ shows a light grain refinement, similar to the ones
obtained in [28]. The most critical microstructure zone
is the TMAZ, which is characterized by a greater grain
refinement, because there is a temperature increase
and fast cooling. With respect to the aluminum, the
NDZ presents a matrix constituted by approximately
93.85 % of aluminum and 6.15 % of copper. The matrix
has an ASTM 10 grain size which corresponds to an
AA 2017 aluminum (Figure 8b).

(a)

(b)

Figure 8. Optical microscopy at 10000x of the thermo
mechanically affected zone a) Steel. b) Aluminum

The HAZ presents a grain refinement similar to
the ones obtained in [29]. There is a greater thermo-
mechanical deformation due to the fusion by friction
since it is a material with a lower melting point than
steel.

With respect to the laser-assisted TMAZ, it was
analyzed at an amplification of 1000x as described in
Figure 8a, and in Table 4 it may be observed the 53.31
% of the perlite matrix, and it also appears 46.49 %
of non-circular ferrite due to the heating and fast cool-
ing produced by friction pressure and laser assistance.
The grain size is ASTM 6, with an average dimension
of approximately 54 microns calculated through the
intercept method. In Figure 8b there is a 94.56 % of

aluminum and 5.44 % of copper. There is grain size of
ASTM 9 and a maximum diameter of three microns.

Table 4. Phases and elements present in the base materials

AISI 1045
Perlite area 1 020 967,40 µm2

Ferrite area 887 088,60 µm2

Perlite % 53,51%
Ferrite % 46,49%
Total area 1 908 056 µm2

AA 2017-T4
Copper area 103 810,60 µm2

Aluminum area 1 804 245,40 µm2

Copper % 5,44%
Aluminum % 94,56%

Total area 1 908 056 µm2

Figure 9 shows the analysis points for determin-
ing the chemical composition of each material by
means of glow discharge optical emission spectrom-
etry (GDOES), aluminum to the left and steel to the
right, In the center there is the weld interface (point
3). The results obtained are presented in Table 5. It is
clearly distinguished the larger concentration of alu-
minum (Al) around 82 %, copper (Cu) about 9 %
and manganese (Mn) above 5 % for the 2017-T4 alloy.
For the 1045 steel there is an iron (Fe) concentration
greater than 97 %. Whereas in the interface the chem-
ical composition is redistributed in 62 % Fe and 33 %
Al, with smaller content of Cu and Mn.

To complement the microstructure analysis, Figure
10 shows an elementary mapping by means of energy
dispersive spectroscopy (EDS). It may be observed the
variation in the content of elements along the weld
interface. In the upper part there is Fe at a greater con-
centration, identified by the red color corresponding
to the 1045 steel alloy. In the lower part it is distin-
guished the Al in yellow color corresponding to the
2017-T4 alloy. It is also possible to distinguish a high
concentration of Cu in the lower part and silicon (Si)
to a lesser extent, in both the steel alloy and in the
aluminum.

Figure 9. Glow discharge optical emission spectrometry,
analysis points to determine elementary chemical composi-
tion
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Table 5. Measurement of the chemical composition by means of GDOES at the points indicated

Point
Fe C Mn Si P S Ni Cu Al Zn
[%] [%] [%] [%] [%] [%] [%] [%] [%] [%]

1 0,78 0,131 5,671 0,184 0,321 0,6831 0,153 8,973 81,891 0,298
2 0,78 0,133 5,588 0,188 0,3017 0,7894 0,153 8,895 81,971 0,294
3 0,73 0,124 5,513 0,173 0,3363 0,8181 0,183 9,08 81,851 0,277
4 61,93 0,063 1,079 0,222 0,0465 0,0148 0,128 3,228 32,786 0,094
5 97,84 0,131 0,849 0,185 0,0138 0,0102 0,185 0,504 0,019 0,007
6 97,88 0,134 0,828 0,18 0,0134 0,0097 0,181 0,494 0,018 0,009
7 97,87 0,133 0,833 0,182 0,0128 0,0097 0,181 0,505 0,013 0,006

(a) (c)

(b) (d)

Figure 10. Energy dispersive spectroscopy (EDS) – Elementary mapping

4. Conclusions

A laser-assisted friction welding system was developed,
where it may be controlled the rotational speed of the
system through a frequency drive. The optimum speed
chosen through experimental tests corresponds to a
range between 1600 and 1800 rpm.

The developed hydraulic pressure system is capable
of providing an axial force above 9800 N, enabling to
make welding in steel-aluminum shafts with diameters
up to 20 mm. The pressure range to generate friction
and accelerate the welding process is in the range from
14 to 21 MPa.

The application of the laser beam on the steel shaft
enables homogenizing the microstructure, which in

turn accelerates the welding process so that there is a
larger weld interface between the steel and aluminum
shafts, which have been verified in the microstructure
analyses.

It was determined the grain size for each element,
for the steel an average grain of ASTM 8 with a maxi-
mum diameter of 6 microns. For the aluminum, there
is a grain size of ASTM 9 and a maximum diameter
of 3 microns.

In the weld interface it was determined a decrease
in iron (Fe) and aluminum (Al). The Fe decreases from
97.8 % to 61.9 %, whereas the aluminum goes from
81.9 % to 32,8 %. It could be also determined the
existence of manganese, copper and silicon in smaller
proportion than the base materials.
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Abstract Resumen
This paper presents new algorithm based on deep
learning for daytime and nighttime pedestrian detec-
tion, named multispectral, focused on vehicular safety
applications. The proposal is based on YOLO-v5, and
consists of the construction of two subnetworks that
focus on working with color (RGB) and thermal (IR)
images, respectively. Then the information is merged,
through a merging subnetwork that integrates RGB
and IR networks to obtain a pedestrian detector.
Experiments aimed at verifying the quality of the
proposal were conducted using several public pedes-
trian databases for detecting pedestrians at daytime
and nighttime. The main results according to the
mAP metric, setting an IoU of 0.5 were: 96.6 % on
the INRIA database, 89.2 % on CVC09, 90.5 % on
LSIFIR, 56 % on FLIR-ADAS, 79.8 % on CVC14,
72.3 % on Nightowls and 53.3 % on KAIST.

En este artículo se presenta un nuevo algoritmo
basado en aprendizaje profundo para la detección
de peatones en el día y en la noche, denominada
multiespectral, enfocado en aplicaciones de seguri-
dad vehicular. La propuesta se basa en YOLO-v5,
y consiste en la construcción de dos subredes que
se enfocan en trabajar sobre las imágenes en color
(RGB) y térmicas (IR), respectivamente. Luego se
fusiona la información, a través, de una subred de
fusión que integra las redes RGB e IR, para llegar
a un detector de peatones. Los experimentos, desti-
nados a verificar la calidad de la propuesta, fueron
desarrollados usando distintas bases de datos públicas
de peatones destinadas a su detección en el día y en
la noche. Los principales resultados en función de la
métrica mAP, estableciendo un IoU en 0.5 son 96.6 %
sobre la base de datos INRIA, 89.2 % sobre CVC09,
90.5 % en LSIFIR, 56 % sobre FLIR-ADAS, 79.8 %
para CVC14, 72.3 % sobre Nightowls y KAIST un
53.3 %.

Keywords: Infrared, color, multispectral, pedestrian,
deep learning, YOLO-v5
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1. Introduction

At present, car accidents are a public health problem
worldwide, since they cause a high number of victims
and injured, medical treatment costs, rehabilitation,
psychological disorders, personal and property insur-
ance, they consume resources that might be aimed
at other health areas [1], where pedestrians are ex-
posed to a high accident rate, reaching up to 22 %
of the cases [2]. Many of these misfortunes may be
prevented, because they are generated by the risky,
negligent and irresponsible action of drivers and/or
the pedestrians themselves [3]. In the case of Ecuador,
run overs represent more than 10 % of the deaths due
to car accidents.

In this scenario, pedestrian detection systems
(PDS) are one of the most important technological
components to prevent possible dangerous situations
and reduce run overs. Therefore, pedestrian detection
is an active and interesting research topic, due to the
challenges that must be overcome when working in
uncontrolled environments and with limited sensors in
the perception of the road scene.

In the case of atmospheric conditions, excessive sun,
rains, or mist change lighting conditions, and to make
matters worse, the night magnifies these risk factors
due to the absence of natural light [4–6]. With respect
to pedestrians, they use different types of clothes, in
different colors, change the body posture and may
be at any position of the road scene. Regarding the
information captured by the camera, it is generally
incomplete due to the reduced field of vision of the sen-
sor, the distance that separates the pedestrian from the
camera reduces the resolution of the captured image.
The movement and vibration of the vehicle generate
distortion of the image. In addition, the geometry of
the road has direct influence on the quality of the
information captured by the camera [5], [7].

Fortunately, at present there are public databases
specialized in pedestrian detection, at daytime or night-
time, together or separate, in the context of intelligent
and autonomous vehicles, which may be used for the
experimental part [8–10].

Thus, the main objective of this work is the imple-
mentation of a new deep learning (DL) architecture
based on YOLO-v5 [4], [11–15], to obtain a cutting-
edge system specialized in pedestrian detection at
nighttime and/or daytime, using visual information in
the range of visible and infrared light, that generates
results comparable to the existing ones in the state of
the art.

The content of this document is organized as fol-
lows: section 2 presents the state of the art in the
field of the PDS using DL techniques. Afterwards,
section 3 describes the architecture of the detection
system based on YOLO-v5 for classification/detec-
tion of pedestrians at nighttime and/or daytime. The

following section shows the results of the experimen-
tal evaluation, conducted on various public databases
aimed at the implementation of PDS, at daytime or
nighttime. Finally, the last part is devoted to the con-
clusions and future works.

1.1. State of the art

At present, DL architectures are being widely used in
the construction of PDS, whose objective is the detec-
tion of pedestrians in real driving scenarios [4], [6], [12],
[15], [16]. For this purpose, cameras in the range of vis-
ible light (RGB images) and infrared (IR images) have
been used, to capture visual information at daytime
or nighttime, far or close, together or separate.

Thus, Kim et al. [17] used CNNs on night im-
ages captured with a visible spectrum camera. The
experiments were conducted on the KAIST [18] and
CVC-14 [10] databases.

Ding et al. [19] put into operation a CNN archi-
tecture based on two R-FCN subnetworks, one for
color images and another for thermal images. Large
subnetworks, thermal and color, were merged in the
middle of the architecture; it was done similarly for
small subnetworks. To obtain separate detections for
pedestrians of large and small scale, the NMS (non-
maximum suppression) algorithm is used at the end
of the network to merge the results of the two subnet-
works and obtain a robust detection. By merging the
two channels, the error rate versus FPPI is reduced
from 40 %, obtained with separate channels, to 34 %.
In addition, the percentage of losses with R-FCN is
69 %, whereas with Faster-RCNN is 51 %.

Köing et al. [5] have installed an RPN network for
detecting persons in the visible and infrared spectra;
then, they have used the Boosted Decision Tree tech-
nique to merge the information, obtaining an error
rate of 29.83 % on the KAIST database [18].

Zhang et al. [16] combined RPN and Boosted For-
est for detecting pedestrians on the Caltech [20], IN-
RIA [21], ETHZ and KITTI [22] databases; they used
bootstrap techniques to improve the training, reaching
an error rate of 9.6 %; the algorithm has a processing
time of 0.6 seconds per frame. In addition, they proved
that Faster R-CNN does not work properly, because
the feature maps do not have enough information to
detect pedestrians at a great distance, which results
in a drawback to be overcome.

Zhang et al. [15] developed a Faster R-CNN archi-
tecture in the visible and infrared spectra. The experi-
mental results were obtained on the Caltech database
20, and in nighttime situations on an own database,
obtaining an error rate of 19 % and 24 %, respectively,
with a processing time of 103 milliseconds (9.7 fps) on
640 × 480 pixels images.

Liu et al. [4] used a Faster-RCNN architecture
for detecting pedestrians in the visible and infrared
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spectra, with an error rate of 37 % on the KAIST
database [18].

Song et al. [11] proposed a hybrid network based
on Yolo-v3 called MSFFN (multispectral feature fu-
sion network), which consists of a DarkNet-53 struc-
ture and two subnetworks, MFEV and MFEI for color
and infrared images, respectively. The feature maps of
MFEV are divided in three scales of (13 × 13), (26 ×
26) and (52 × 52), and analogously for MFEI, and then
merged in the final part of the architecture. MSFFN
achieves a mAP of 85.4 % compared to the 84.9 %
of Faster-RCNN on KAIST [18], another remarkable
aspect is the 56 fps of MSFFN, compared to the 28
fps of Faster-RCNN.

Cao et al. [8] presented improvements in the param-
eters for the detection in YOLO-v3, modifying the size
of the grid to (10 × 10), applying Soft-NMS instead
of NMS, with a superposition threshold of 0.2 and,
finally, adding a new feature map of (104 × 104). The
experiments were conducted on INRIA [21], obtaining
a precision of 93.74 % and a recall of 88.14 %, with a
processing speed of 9.6 milliseconds per frame.

Yu et al. [23] modified the Faster R-CNN, concate-
nating three different levels of VGG16 with the ROIs,
which is then normalized, scaled and dimensioned. A
miss-rate (MR) of 10.31 % was obtained on the INRIA
database [21] with these changes.

Zhou et al. [24] proposed a system to improve
the performance in the detection with occlusion with
their MSFMN (Mutual-Supervised Feature Modula-
tion Network), constituted by two branches super-
vised by annotations of entire body and visible parts,
that generates training examples which are better fo-
cused. In addition, it is calculated the similarity in
the losses between the boxes corresponding to entire
body and visible parts, enabling learning more robust
features, mainly for occluded pedestrians. The merge
is performed at the end, multiplying the two classifica-
tion scores. The experiments were conducted on the
CityPersons database [24], obtaining a 38.45 % for a
strong occlusion.

On the other hand, Tesema et al. [25] put into
operation a hybrid architecture that receives the name
of HCD (SDS-RPN), with a Log-average Miss Rate of
8.62 % on Caltech [20]. On the other hand, Kyrkou [26]
presented the YOLOPED system which is based on
the DenseNet architecture. Instead of FPN, each reso-
lution is resized to the size of the deepest feature map
in the column, enabling to combine them through a
concatenation which is used in header detection. At
last, a new loss function is implemented, combining
the features of YoloV2 [27], SSD [28] and lapNet [29].

An evaluation in PETS2009 yielded a precision of
85.7 %, a miss rate of 12 %, with a processing of 33.3
fps. Wolpert et al. [12] have proposed to combine RGB
and thermal images, using Faster R-CNN without an-
chor boxes, adapting the CSPNet [12] architecture to

merge the IR images at the end of the architecture,
reaching an MS average of 7.40 % on KAIST [18].
Zhou et al. [30] have presented the MBNet (Modal-
ity Balance Network), based on SSD with a DMAF
(Differential Modality Aware Fusion) module, which
merges and complements the information between the
RGB and thermal features. The IAFA (Illumination
Aware Feature Alignment) detection handles the equi-
librium between the two detection modalities, and the
performance achieves miss rates of 21.1 % and 8.13 %
on CVC-14 [10] and KAIST [18], respectively.

Wang [31] uses an architecture called CSP, consti-
tuted by a feature extraction part based on Resnet-101
and a detection stage, which in turn is used to predict
the center, scalar and offset. They use Batch Normal-
ization (BN) to accelerate the training process and
improve the performance of the CNNs. A most recent
technique is Switch Normalization (SN), which uses a
weighted average of the statistical mean and variance
of the normalization by blocks. It was proved that us-
ing BN for the CSP model an MR (miss rate) of 11.29
% was obtained, whereas SN yields a MR of 10.91 %
on the CityPersons database.

Appropriate scaling of images helps to reduce the
computational load and to eliminate noise, using CSP
with SN and an input of (1024 × 2048) yields an MR of
11.41 %, whereas an MR of 10.80 % is achieved with an
input of (640 × 1280). Shopovska et al. [32] presented
an architecture similar to the generative adversarial
networks (GAN). This network has two inputs, an
RGB and a thermal, giving as output an image that
maintains the pedestrians with good visibility, whereas
the information obtained from the thermal images en-
hances the color of pedestrians with bad visibility. This
image is used as the input to a Faster RCNN VGG16
network, yielding MRs of 52.07 % and 43.25 %, for
daytime and nighttime images, respectively, in the
KAIST database [18], and MRs of 69.14 % and 63.52
% for daytime and nighttime images, respectively, in
the CVC-14 database [10].

2. Materials and methods

Figure 1 shows the general scheme of the proposed
multispectral system for pedestrian detection. The sys-
tem takes visual information coming from color or
thermal images, to feed two subnetworks, named RGB
and IR, respectively. Then, the merging network con-
catenates the outputs to locate pedestrians at daytime
or nighttime, jointly or separately. The subnetworks
are constituted by an architecture based on YOLO-v5
(You Only Look Once) [11], [26], [33–35].
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Figure 1. General scheme of the multispectral system
based on YOLO-v5, for pedestrian detection on color and
thermal images

2.1. Description of the YOLO-v5 architecture

YOLO is an acronym for «You Only Look Once» [11],
[27], [33–35]. It is a very popular model with high-
performance in the field of object detection, being
considered a cutting-edge technology in real-time de-
tection (FPS). YOLO-v5 is the fifth generation of
one-stage detectors [36]. Yolo-v5 is implemented in Py-
torch. Table 1 shows the composition of the customized
layers that describe the architecture, according to the
base layers of Pytorch.

In Table 1, SF is an acronym for Scale Factor; on
the other hand, the symbol #s represents variable
parameters which are handled according to the val-
ues established in the column of parameters in Table
2, which mainly define the size of the Kernel Stride,
Padding and Channels.

Finally, the symbol – represents that it receives no
parameter.

Figure 2 shows the YOLO-v5 architecture, consti-
tuted by subnetworks IR and RGB, with the layers
mentioned in Table 1.

Table 1. Composition of the customized layers imple-
mented in YOLO-v5 [36]

Name Composition Parameters
Kernel Stride Channels

Conv
conv2d # # #

BatchNom2d - - -
Hardwish - - -

Focus
Conv 3 x 3 1 32
concat - - -

BottleNeckCSP

Conv 3 x 3 1 #
Conv 3 x 3 1 #
Conv 3 x 3 1 #

conv2d 3 x 3 1 #
conv2d 3 x 3 1 #
concat - - -

BatchNom2d - - -
LeakyRelu - - -

Conv 3 x 3 1 #

SPP

Conv 3 x 3 1 512
- Kernel Stride Padding

Maxpool2d 5 x 5 1 2
Maxpool2d 9 x 9 1 4
Maxpool2d 13 x 13 1 6

concat - - -
Conv 3 x 3 1 512

Upsample nn.Upsample Size SF Mode
none 2 nearest

2.2. Proposed architecture

The proposed architecture is focused on creating a
system capable of merging two subnetworks that work
with RGB and IR images, respectively. The merging
network concatenates layers 17 and 40 (small pedes-
trians), and layers 20 and 43 (large pedestrians), de-
scribed in Table 2, to locate pedestrians at daytime or
nighttime, jointly or separately.

Table 2 shows the specific layers that constitute
each of the subnetworks; each layer has an identifier
(id), which is used in origin to identify the layers to
which they are connected. The origin –1 indicates that
it is a connection to the previous layer; the number in-
dicates the number of times that the layer is repeated,
and finally, the arguments received by each layer are
indicated in parameters.

The layers that contain the feature maps of the
RGB and IR networks are concatenated, to merge
the information through a BottleneckCSP layer. This
combined information is sent to the detection layer to
generate bounding boxes and the class prediction.
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Table 2. Distribution and connections of the subnetworks that constitute the architecture of the system based on
YOLO-v5 [36], for detecting pedestrians at daytime and nighttime

Network Id Origin Number Module Paremeters

RGB

0 –1 1 Focus [32,3]
1 –1 1 Conv [64,3,2]
2 –1 3 BottleneckCSP [64]
3 –1 1 Conv [128,3,2]
4 –1 9 BottleneckCSP [128]
5 –1 1 Conv [256,3,2]
6 –1 9 BottleneckCSP [256]
7 –1 1 Conv [512,3,2]
8 –1 1 SPP [512,[5,9,13]]
9 –1 3 BottleneckCSP [512,False]
10 –1 1 Conv [1]
11 –1 1 Upsample [256,False]
12 [–1,6] 1 concat [1]
13 –1 3 BottleneckCSP [256,False]
14 –1 1 Conv [128,1,1]
15 –1 1 Upsample [None,2,Nearest]
16 [–1,4] 1 concat [1]
17 –1 3 BottleneckCSP [128,False]
18 –1 1 Conv [128,3,2]
19 [–1,14] 1 concat [1]
20 –1 3 BottleneckCSP [256,False]
21 –1 1 Conv [256,3,2]
22 [–1,10] 1 concat [1]
23 –1 3 BottleneckCSP [512,False]

IR

24 0 1 Conv [64,3,2]
25 –1 3 BottleneckCSP [64]
26 –1 1 Conv [128,3,2]
27 –1 9 BottleneckCSP [128]
28 –1 1 Conv [256,3,2]
29 –1 9 BottleneckCSP [256]
30 –1 1 Conv [512,3,2]
31 –1 1 SPP [512,[5,9,13]]
32 –1 3 BottleneckCSP [512,False]
33 –1 1 Conv [1]
34 –1 1 Upsample [256,False]
35 [–1,29] 1 concat [1]
36 –1 3 BottleneckCSP [256,False]
37 –1 1 Conv [128,1,1]
38 –1 1 Upsample [None,2,Nearest]
39 [–1,27] 1 concat [1]
40 –1 3 BottleneckCSP [128,False]
41 –1 1 Conv [128,3,2]
42 [–1,37] 1 concat [1]
43 –1 3 BottleneckCSP [256,False]
44 –1 1 Conv [256,3,2]
45 [–1,33] 1 concat [1]
46 –1 3 BottleneckCSP [512,False]

Fusión

47 [17,40] 1 concat [1]
48 –1 3 BottleneckCSP [128,False]
49 [20,43] 1 concat [1]
50 –1 3 BottleneckCSP [256,False]
51 [23,46] 1 concat [1]
52 –1 3 BottleneckCSP [512,False]

Detect 53 [48,50,52] 3 Detect [1, anchors]
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Figure 2. Graphical representation of the YOLO-v5 architecture

3. Results and discussion

Multiple experiments have been conducted to get the
proposed model, using reference databases in the state
of the art, and standard evaluation metrics used in
object detection.

3.1. Description of the databases

The public pedestrian databases in the visible and in-
frared spectra are INRIA [21], CVC 09 [9], CVC-14 [10],
LSI Far Infrared Pedestrian Dataset (LSIFIR) [37],
FLIR-ADAS [38], Nightowls [39] and KAIST [18].

These databases were selected because they are spe-
cialized in daytime and nighttime vehicle applications,
and include labeling of the true region, Bgt, where
pedestrians are effectively located.

• INRIA [21]. The INRIA public database is one
of the most widely used in pedestrian detection.
It has a set of images divided in «train» and
«test»; the «train» folder contains 614 images for
training, whereas the «test» folder includes 288
images for testing. Table 3 shows the content.

Table 3. Content of the INRIA database

Detection
Train 614(614)a

Test 288(288)

.a The value in parenthesis represents the number
of frames that contain pedestrians.

• CVC-09 [9]. These are the databases most
widely used for detecting pedestrians at night-
time and daytime, respectively. In this case it
was used for training, and afterwards for valida-
tion. Table 4 describes the train and test sets.
This database is labeled with the pedestrians
present in the scene, Bgt.

Table 4. Content of the CVC-09 database at nighttime

Positive Negative
Train 2200 1002
Test 2284 -

• LSIFIR [37]. It is another important database
for developing algorithms for pedestrian detec-
tion at nighttime. Table 5 describes the train
and test sets, with their corresponding sizes. As
it was the case for the CVC-09, this database
was used for the training, validation and testing
of the proposal.

Table 5. Content of the LSI FIR database

Classification Detection
Train 43 391(10 209)a 2936(3225)
Test 22 051(5945) 5788(3279)

.a The value in parenthesis represents the number
of frames that contain pedestrians.
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• FLIR-ADAS [38]. This database includes ther-
mal images for developing autonomous driving
systems. The objective of these images is to help
in the development of safer systems, which com-
bined with color images and information from
LIDAR sensors, may enable creating a robust
system for pedestrian detection. It has 8862 im-
ages for training and 5838 for testing, see Table
6.

Table 6. Content of the FLIR-ADAS database

Detection
Train 8862(5838)a

Test 1366(1206)

.a The value in parenthesis represents the number
of frames that contain pedestrians.

• CVC-14 [10]. It is constituted by two sequences
of thermal images taken at daytime and night-
time. It includes more than 6000 images for train-
ing and 700 for validation.

• Nightowls [39]. It is focused on the detection
of pedestrians at nighttime. The images were
captured using a standard camera, with a 1024
× 640 resolution. The sequences were captured
in three countries, under all weather conditions
and at all seasons, to obtain a greater variability
in the scenes.

• KAIST [18]. Multispectral database that con-
tains a set of 640 × 480 images, taken by two
cameras, one thermal and one color with a fre-
quency of 20 Hz. They were taken at daytime
and nighttime to consider different lighting con-
ditions. The number of thermal and color images
is the same, for a total of 100,368 images for
training and 90,280 for testing, see Table 7.

Table 7. Content of the KAIST database

Detection
Color Thermal

Trains 50 184(#)a 50 184(#)
Test 45 140(#) 45 184(#)

.a The value in parenthesis represents the number
of frames that contain pedestrians.

3.2. Evaluation metrics

The following protocols will be followed for the evalua-
tion:

• P-R Curve (Precision-Recall). Precision (Prec) is
the ratio between relevant cases and cases recov-
ered. Recall (Rec) is the ratio between relevant
cases that have been recovered and total of rele-
vant cases. The equations for these cases are the
following:

Pres = TP

TP + FP
(1)

Rec = TP

TP + FN
(2)

• AP (Average Precision). This index was proposed
for the VOC2007 challenge [40] to evaluate the
performance of detectors, and is related to the
area under the P-R curve of one class. The mAP
is an average of the APs for all classes.

To estimate the metrics, it is required an index
that enables identifying a correct prediction, which
in this case is the IoU (Intersection-over-Union). IoU
determines the ratio between the regions that corre-
spond to true positives (TP) and false positives (FP),
by means of (3).

IoU = Area(Bdet ∩ Bgt

Area(Bdet ∪ Bgt
(3)

Where Bgt is the true ROI and Bdet is the detected
ROI. In this case, a TP occurs for an IoU greater than
0.5; otherwise, it is an FP. Equations (1) and (2) may
be evaluated with these values.

3.3. Implementation details

The proposed architecture is constituted by four main
parts, which are the IR and RGB subnetworks, the
feature merging block and the detection block. The
training of the architecture will consist of a training
stage of strong adjustment, and a training stage of fine
adjustment. The SGD (stochastic gradient descent) op-
timization algorithm with a learning rate (LR) of 0.01
is used for the training of strong adjustment, fixing
100 epochs for training the whole architecture with the
RGB images; the SGD technique prevents being stuck
in a relative minimum of the objective function. Then,
the weights corresponding to the RGB subnetwork
are frozen, and 100 epochs are fixed for training the
architecture with the IR images.

At last, to conclude the strong adjustment stage,
the weights corresponding to the IR and RGB sub-
networks will be frozen, and the merge layers will be
trained for 50 epochs with the IR and RGB images
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combined in equal parts, to prevent the merge layers
from being biased by the features of the IR or RGB
images.

In the fine adjustment stage the LR is modified to
0.0001, all weights of the architecture are frozen except
the ones corresponding to the RGB subnetwork and
the training is performed for 50 epochs with the RGB
images; then, all the weights are frozen except the ones
of the IR subnetwork, and the training is carried out
for 50 epochs with the IR images. In the last step all
the weights are frozen except the ones of the merge
layer, and a training is performed for 25 epochs with
the IR and RGB images in equal parts.

At this time, this procedure was applied to each of

the databases listed in this work

3.4. Results

Table 8 presents the performance of the detection
method, when it is evaluated with various metrics on
the selected databases.

In all cases, the processing time was 29.8 millisec-
onds.

Figure 3 displays plots of the P-R curves for the
proposed architecture on each of the selected databases.
It may be concluded from Table 8 and Figure 3 that
the best performance was obtained on INRIA [21],
followed by CVC09 [9] and LSIFIR [37].

Figure 3. Plots of the P-R curves for the different pedestrian databases

Table 8. Evaluation of the Yolo-v5 [36] architecture on various public databases on the visible and infrared spectra.
LAMS is an acronym for Log Average Miss Rate

INRIA CVC09 LSIFIR FLIR-ADAS CVC14 Nightowls KAIST
mAP@50 96.6 89.2 90.5 56 79.8 72.3 53.3
Precisión 69.8 67.4 89.2 72.1 86.4 80.7 52.5

Recall 90 89 83.4 40.1 61.6 64.6 53.7
LAMS 6 20 17 69 36 36 67

4. Conclusions

This work has presented a system for detecting pedes-
trians at daytime and nighttime using modern image
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processing techniques and deep learning, where a new
DL architecture based on YOLO-v5 was developed
with DenseNet, for detecting pedestrians at daytime
and nighttime using images in the visible and far in-
frared spectra, whose mAP is 96.6 % for the case of
INRIA, 89.2 % on CVC09, 90.5 % on LSIFIR, 56 % on
FLIR-ADAS, 79.8 % for CVC14, 72.3 % on Nightowls
and 53.3 % for KAIST.

Future work will be aimed at improving the pro-
posed architecture and testing it on the most relevant
databases in this field of knowledge.
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Abstract Resumen
This article describes the methodology used to train
and test a Deep Neural Network (DNN) with Pho-
toplethysmography (PPG) data performing a regres-
sion task to estimate the Respiratory Rate (RR). The
DNN architecture is based on a model used to infer
the heart rate (HR) from noisy PPG signals, which
is optimized to the RR problem using genetic op-
timization. Two open-access datasets were used in
the tests, the BIDMC and the CapnoBase. With the
CapnoBase dataset, the DNN achieved a median er-
ror of 1.16 breaths/min, which is comparable with
analytical methods in the literature, in which the best
error found is 1.1 breaths/min (excluding the 8 %
noisiest data). The BIDMC dataset seems to be more
challenging, as the minimum median error of the lit-
erature’s methods is 2.3 breaths/min (excluding 6 %
of the noisiest data), and the DNN based approach
achieved a median error of 1.52 breaths/min with the
whole dataset.

Este trabajo presenta una metodología para entrenar
y probar una red neuronal profunda (Deep Neural
Network – DNN) con datos de fotopletismografía
(Photoplethysmography – PPG), con la finalidad de
llevar a cabo una tarea de regresión para estimar la
frecuencia respiratoria (Respiratory Rate – RR). La
arquitectura de la DNN se ha basado en un modelo
de inferencia de frecuencia cardíaca (FC) a partir
de señales PPG ruidosas. Dicho modelo se ha op-
timizado a través de algoritmos genéticos. En las
pruebas realizadas se han utilizado dos conjuntos de
datos de acceso abierto (BIDMC y CapnoBase). Con
CapnoBase, la DNN ha logrado un error mediano
de 1,16 respiraciones/min, que es comparable con los
métodos analíticos en la literatura, donde el mejor
error es 1,1 respiraciones/min (excluyendo el 8 % de
datos más ruidosos). Por otro lado, el conjunto de
datos BIDMC aparenta ser más desafiante, ya que
el error mediano mínimo de los métodos de la lit-
eratura es de 2,3 respiraciones/min (excluyendo el
6 % de datos más ruidosos). Para este conjunto de
datos la DNN ha logrado un error mediano de 1,52
respiraciones/min
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1. Introduction

Respiratory Rate (RR) is an important indicator of
a person’s physiological state, useful mainly to mon-
itor pulmonary diseases. This physiological signal is
traditionally measured by spirometry, pneumography
or electromyography [1]. These methodologies are in
general expensive and used mostly in medical envi-
ronments. Photoplethysmography (PPG) is a cardiac
signal usually measured using an oximeter, which is
way cheaper than the traditional RR measurement
methods, and recent studies have shown that it can be
captured even remotely using a smartphone camera [2].
As respiration has an influence on the heart cycles, the
RR information is also presented in the PPG signal [3].

Several methodologies in the literature had success
on estimating the RR with a small error from the PPG
signal [1], [4–8], however, attenuating noise is still a
challenge to get robust predictions on low-quality PPG
signals. This paper presents an alternative way to infer
the Respiration Rate from PPG signals. Deep Learning
techniques have been widely used in image problems,
however it’s also a powerful tool in one dimensional
(1D) problems, mainly limited by the size and quality
of the dataset, and also by the computer power in the
training process. As the quantity of data available on-
line growing, as well as the hardware computing power,
DNNs are being tried in a large variety of problems
that before were dominated by analytical procedures.

Regarding the PPG processing, in [1], the authors
showed that a DNN can be used to extract the RR
signal from PPG signals. And in [9], the pulse rate is
extracted from the PPG using a DNN.

This work proposes to use a DNN to extract reliable
RR measurements from PPG signals, by using analyti-
cal approaches to extract secondary signals from PPG
and using DNN to infer the RR.

1.1. Related Work

According to [10] the PPG-RR algorithms can be sum-
marized in five steps:

• Respiratory signal(s) extraction: This step con-
sists of finding variation in the PPG signal re-
lated to the respiration cycles.

• Fusion of respiratory signals: The different sig-
nals extracted can be combined to create a
unique signal with greater noise robustness (op-
tional).

• Estimate the RR from a window: A window of
the generated signal is segmented and the RR is
estimated from it.

• Combine estimations: The result of different win-
dows may be used to generate a final estimation
(optional).

• Quality filtering: A quality score may be assigned
to the PPG window to exclude low-quality pre-
dictions (optional).

Some of the first approaches that estimate RR
from PPG use a highpass and a lowpass second-order
Butterworth filters with cutoff frequencies at 0.1 Hz
and 5 Hz respectively to remove noise from the PPG.
And then the respiratory signal is estimated by ap-
plying a 0.4 Hz lowpass filter on the PPG signal [11].
The authors from [12] applied Singular Value Ratio
(SVR) to extract the respiratory periodicity from the
PPG, and then, they used Principal Component Anal-
ysis (PCA) to estimate the respiratory activity from
the first principal component. In another approach,
proposed by [13], they captured a PPG signal using
the smartphone camera, and then the RR was esti-
mated by finding the frequency corresponding to the
highest peak on the spectrum generated by the Welch
periodogram [7].

In [4], five different methodologies were compared
(including their own). The oldest one was proposed
in [14], and consists in apply a 16th degree Bessel band-
pass filter with cutoff frequencies of 0.13 Hz and 0.48
Hz (7.8 to 28.8 breaths/min). The second was proposed
by [8], which consists in use a Fourier transform on
the PPG signal and get the frequency with the highest
amplitude in the bandwidth from 0.08 Hz to 0.4 Hz.
In the methodology proposed by [5], auto-regressive
(AR) models estimate a filter using the PPG signal,
and, according to them, the frequency of the highest
magnitude pole, inside the range of the RR bandwidth
(0.08 Hz to 0.7 Hz), corresponds to the RR. Instead of
using the PPG itself, in [6] three RR-related temporal
features are estimated from it: Respiratory-Induced
Intensity Variation (RIIV), Respiratory-Induced Am-
plitude Variation (RIAV), and Respiratory-Induced
Frequency Variation (RIFV). Then, the power spec-
trum of each one is calculated and the RR is estimated
by each one by taking the highest amplitude frequency
in the RR frequency-band (0.067 Hz – 1.08 Hz) and
calculating the mean of the three frequencies. Finally,
the methodology proposed by [4] combines the AR
modeling, proposed in [5] with the fusion of results of
the three features proposed by [6].

The results presented in [4] show that for the Cap-
noBase dataset [15] the method that presented the
lowest error was the method from [6] with a Median
Absolute Error (MdAE) of 0.8 breaths/min using a
62 s window, however, 46 % of the PPG data were
excluded due to noise. The second best in this dataset
was the method from [5], which achieved a MdAE
of 1.1 breaths/min and kept 92 % of the data. The
BIDMC dataset appears to be more challenging, since
the best MdAE was achieved by the method proposed
by [8] (2.3 breaths/min), which was also one of the
methods that kept most of the data (94 %).
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A recent work has achieved even more accurate
results [16], in which a method derives multiple wave-
forms from the PPG signal, and their quality are mea-
sured and then used as a weight to combine them using
a Kalman Smoother. With this approach they achieved
a median error of 0.2 breaths/min.

1.2. Deep Neural Networks (DNN)

According to [17], Deep Learning is an approach that
can handle an important step in a machine layer prob-
lem: the features extraction. Its concept consists of
concatenating multiple layers of simple models, where
each model “learns” part of the problem-concepts, and
so, a complex problem can be split into simpler ones to
be better solved. An interesting point of this approach
is that it performs the machine learning (classification,
regression, clustering, etc.) and also the feature ex-
traction part of the problem, in contrast with shallow
techniques, in which the feature extraction step has to
be done separately, in a previous stage, and demands
domain knowledge. The limitation of the Deep Learn-
ing approach is the dataset. Normally, Deep learning
models have a large number of weights to be adjusted,
so, it needs a large amount of data to optimize them.

There are already some approaches that imple-
mented Deep Learning techniques to solve problems
related to physiological data. In [9], a DNN was imple-
mented to estimate the Heart Rate (HR) having a PPG
signal from a sensor worn on the user’s wrist as input
data. The model was tested with a challenging dataset,
in which, the PPG signal was captured during various
physical activities, which inserts noise and artifacts on
it. The architecture of the model consisted of two 1-D
convolutional layers followed by two Long Short-Term
Memory (LSTM) layers and finally a dense layer at
the end, and it reached a Mean Absolute Error (MAE)
of 1.47 ± 3.37 Beats Per Minute (BPM).

A Deep Learning approach to extract the RR signal
from the PPG is presented in [1]. Their model consists
of several convolutional layers connected to several
deconvolutional layers that transform the PPG signal
into a respiratory signal, and then they calculate the
RR from it. Their method was tested in two indepen-
dent datasets, the CapnoBase and the Vortal [18] and
reached a Mean Squared Error (MSE) of 0.262 in the
first dataset and an error of 0.145 in the second one
(which corresponds to a Root Mean Squared Error
(RMSE) of approximately 3.1 breaths/min and 2.3
breaths/min respectively).

2. Materials and methods

2.1. Datasets

Two datasets were used in the tests: the CapnoBase
benchmark dataset [15] and the BIDMC PPG and

Respiration Dataset [19]. The CapnoBase benchmark
dataset [20], contains 42 recordings, with 8 min each,
containing the PPG and the inhaled and exhaled
carbon-dioxide (CO2) signal, both collected with a
sampling frequency of 300 Hz. The BIDMC PPG and
Respiration Dataset [21], contains 8 min PPG and CO2
breath signal recordings from 53 volunteers collected
at 125 Hz.

2.2. Photoplethysmogram Respiratory Fea-
tures

Three signals related to the respiration were generated
from PPG [6]:

1. Respiratory-Induced Intensity Variation (RIIV):
As the amplitude of the PPG signal varies in syn-
chrony with the respiratory cycle, this feature
can be used to estimate the RR [3]. This series is
estimated by taking the intensity value of each
peak in the PPG signal [4].

2. Respiratory-Induced Amplitude Variation
(RIAV): The breath-cycles induce an amplitude-
variation in the PPG waves, which can be es-
timated by calculating the variation in the
peak-valley difference in the PPG waves [6].

3. Respiratory-Induced Frequency Variation
(RIFV): The HR variation is also highly linked to
the inspiration and expiration events of breath-
ing. The inspirations increase the HR and the
expiration decreases it. This signal may be repre-
sented by the time interval between consecutive
PPG peaks [6].

A graphic representation of the RIIV, RIAV and
RIFV features is presented in Figure 1.

RIIV

RIFV
RIAV

Figure 1. Extracted RR-related PPG features

2.3. Signal Quality Index (SQI)

The SQI quantifies the noise and artifact contami-
nation in the analyzed PPG window. This index is
used to exclude signals that do not reach a minimum
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quality. In this work, the SQI is calculated targeting
two points: “flat-lines” in the signal, and concordance
between different peak detectors [4]. The “flat-lines”
are defined as part of the PPG signal in which the
difference between consecutive samples is near to zero.
To detect it, the following method was performed:

1. Calculate the StdDiff signal as follows:
StdDiff [i−wdw] = σ(diff(PPG[i−wdw : i])),
for i = wdw, wdw + 1, wdw + 2, ....., N .
Where σ(.) is the standard deviation operation,
diff(.) is the first derivative operation, PPG
is the PPG signal, wdw is the window length,
that, in the case, is the integer part of 1.5 s ×
frequency sample (1.5 s is the time interval be-
tween consecutive peaks on the minimum HR
value, which is normally 40 BPM), and N is the
number of samples in the PPG signal.

2. Initialize the Q array with ones and the same
size as PPG: Q = ones(N)

3. Calculate the threshold value: th =
µ(StdDiff) − α × σ(StdDiff)), where µ(.)
is the mean operation and α is an adjustable
parameter.

4. Set the values of k to zero in the corresponding
locations where StdDiff is too low:
for i = wdw, wdw + 1, wdw + 2.....N : {

if (StdDiff [i − wdw] < (th) : {
Q[i + wdw] = 0

}}

5. The value of K is the proportion of one values
in Q inside the analyzed PPG window, over the
total size of it.

The concordance between the two peak-detectors
was performed as following: if the difference between
the position found by the detectors on the same peak is
smaller than 150 ms, it is set that both detectors agree
on that peak, therefore its position is correct, other-
wise, the peak is considered a noise [4]. An F1-score
is then applied to measure the concordance between
the two peak-detectors on the analyzed segment of the
signal. The peak detection methods were provided by
two different 20 libraries: the Neurokit2 [22], which
implements the PPG peak detection algorithm pro-
vided in [23] and the Heartpy library [24], in which
the authors implemented their own peak detection
technique.

Finally the SQI is computed as: SQI = F1 × K,
where F1 is the concordance between peaks and K is
the “flat-line” proportion.

2.4. DNN Architecture

The architecture of the model was inspired on the
CorNET [9], which has two convolution blocks, each
containing a convolution layer (32 filters with a kernel
size of 40), a batch normalization layer, a Rectified
Linear Unit (ReLU) activation layer, and finally a max-
pooling layer with a pool size of 4 (a Dropout layer
with a drop rate of 0.1 was used for training). After the
convolution blocks two LSTM layers are concatenated,
each one with 128 units and the hyperbolic tangent
(tanh) activation function. To predict the HR a single
neuron with linear activation is used.

The architecture proposed to predict the RR is a
result of genetic optimization on the CorNET’s pa-
rameters presented in Table 1. There is always an
additional dense layer with one neuron with linear
activation at the end of the model.

Table 1. Parameters tried in the DNN architecture

Parameter Possibilities
# of convolution blocks 0/1/2
# of convolution filters/layer 128/64/32
Length of convolution filters 11/21/31
# of LSTM layers 1/2/3
# of LSTM units/layer 128/64/32
# of dense layers 0/1/2
# of neurons/layer 128/64/32/16

The parameters above are optimized, while the
non-cited parameters are used as defined by default in
the Keras library [25]. As the number of combinations
is very large (2916), the parameters are optimized via
genetic optimization. This strategy starts by defining
a population of L models with random parameters and
then all models are trained, tested, and sorted by the
result. The M models with the best performance are
kept while the others are discarded. The kept mod-
els set is called parents, then M − J new models are
generated by taking values of three different models
(one parent for the convolution parameters, one parent
for the LSTM, and one for dense). Also, there is a
chance of H % that the parameters of the new models
change randomly (these changes are called mutations),
these new models are called offspring. There is also
generated J new completely random models. We give
this set the name of foreigners. Then the parents,
offspring and foreigners sets are united and a new
interaction starts. The procedure is repeated for E
epochs. The idea is that the parameters that decrease
the estimation error will prevail in the parents set,
and their combination may generate a model on the
offspring set that overcomes its parents’ result. Also,
new random parameters are inserted with the muta-
tion and the foreigners set at each iteration. These
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random additions give a chance for the population of
models to get out of a sub-optimal local minimum.

For this experiment, the parameters of the genetic
optimization were: L = 45, M = 20, J = 5, E = 20
and H = 20, this reduced the number of trained models
from 2916 to 520 (25 new models/epoch × 20 epochs
+ the first 20 parents). And the best model found is a
DNN with 2 convolution blocks with 32 filters and one
MaxPooling-1D (kernel size of 2) on each convolution
layer, a kernel size of 21, and ReLU activation. Then,
one LSTM layer with 32 neurons, and finally, 2 dense
layers, one with 32 neurons and ReLU activation and
the last one with one neuron and linear activation. A
summary of the final DNN architecture is presented
on Figure 2.

Figure 2. Selected Neural Network architecture

2.5. Training and Testing Procedure

To train and evaluate the model two datasets were
used: the BIDMC [19] and the CapnoBase [15] datasets.
The cross-validation method with four groups were
used: for each database, their files were split into four
groups, each group containing 25% of the data of each
dataset. Then, the same procedure was performed on
each group: first, the PPG peaks were found using the
Neurokit2 library [22]. Then using a sliding window
of 64 s with step of 4 s, the three RR-related signals
(RIIV, RIAV, and RIFV) were computed from it and
then they were interpolated to an artificial sampling
frequency of 4 Hz and the first 240 samples. As the
peak will probably not start at the beginning and the
end of the window, the interpolated signal may variate
between 61 s to 64 s. (60 s) were extracted from the
window generating a sample with 240 lines (temporal
steps) and 3 columns (one for each: RIIV, RIAV, and
RIFV). The final step is to normalize the data so each
channel of the new sample has mean 0 and variance
1: Y = (X − µ(X))/σ(X), where Y is the normalized
series, X the input series, µ(.) is the mean operation
and σ(.) is the standard deviation operation.

To get the reference value of RR, the peak of the
CO2 correspondent signal of each sample is located
using the Respiration module of Neurokit2 and then,
the Median RR of the 64 s sample is calculated by

taking the inverse of the median value of consecutive
peaks time-interval.

The four groups of normalized samples are then
split into the training and testing sets, where the train-
ing set has 3 groups and the test has 1. The training
and testing procedures were repeated four times, so
each group could be evaluated in the test set once.
Each of the 4 models (one for each test group) was
trained for 1400 epochs using the Adam optimizer
with standard parameters from Keras [25]. The pro-
cessing was made on a Ryzen 5 3500X computer with
16 GB of RAM memory and a NVIDIA GeForce RTX
2060 SUPER with 8 GB dedicated memory. The Mean
Squared Error (MSE) metric was used to compute the
loss for each epoch. The loss curve result is presented
in Figure 3.

Figure 3. Ts curve of the 4 instances of the network

The validation groups 1 and 4 had a loss decreas-
ing until epoch 1400, the validation group 2 has it’s
minimum loss near the epoch 400 and validation group
3 had a minimum around epoch 200, them it decreased
again after epoch 800. The graph was used to deter-
mine the number of epochs to train the DNNs, as half
of the Validation groups still decreasing until epoch
1400 and the dropout layers seems to prevent overfit-
ting on the other groups, since the loss do not increase
to much after the minimums. We repeated the pro-
cess shuffling the data and the groups, and training 4
DNNs (one for each train-test group) for 1400 epochs
to perform the cross validation.

3. Results and Discussion

The Median Absolute Error (MdAE) and the standard
deviation of the error (STD) for each dataset are pre-
sented in Table 2 and Table 3, as well as are presented
the Root Mean Squared Error (RMSE), and the SQI
threshold used to filter noisy samples. By testing dif-
ferent SQI values, it is possible to analyze the influence
of the signal quality on the result.
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Table 2. Error measurements of the DNN based RR pre-
diction

BIDMC dataset

SQI N MdAE STD RMSE
(%) (bts/min*) (bts/min) (bts/min)

0.90 87 1.39 6.55 6.59
0.93 80 1.39 6.57 6.62
0.97 66 1.26 6.51 6.55
1.00 37 1.04 4.47 4.47
0.00 100 1.52 6.86 6.94
* bts/min is equal to breaths/min

The MdAE results achieved by our model on the
CapnoBase dataset are compatible with the ones from
the best methodologies compared in [4], in which, the
best MdAE for a 64 s window was 0.8 breaths/min,
achieved using [6] method. However, the methodology
excludes 36 % of samples that do not achieve the min-
imum SQI. The second best was the method from [5],
achieving a MdAE of 1.1 breaths/min for 92 % of the
best samples. For the same dataset, our method got
a MdAE of 1.16 breaths/min (calculated concatenat-
ing the results of all four tests), and a MdAE of 1.11
breaths/min with 93% of the highest SQI samples.
However, the RMSE of the proposed DNN model did
not reach the error from the RespNET [1], which is
3.1 breaths/min, indicating that our model can still
be refined to achieve better results.

Table 3. Error measurements of the DNN based RR pred-
ition

CapnoBase dataset

SQI N MdAE STD RMSE
(%) (bts/min*) (bts/min) (bts/min)

0.90 98 1.16 5.93 5.94
0.93 97 1.16 5.94 5.95
0.97 93 1.11 5.65 5.66
1.00 73 1.06 4.46 4.97
0.00 100 1.16 5.88 5.90
* bts/min is equal to breaths/min

The proposed DNN model scored smaller errors on
the BIDMC dataset than all other methods compared
in [4]. With all samples, our method got a MdAE of
1.52 breaths/min in this dataset, while the smallest
error found for this dataset in [4], was the methodol-
ogy proposed by [8], with a MdAE of 2.3 breaths/min.
This improvement in result shows the success in DNN
methods to process physiological data. Where, with a
dataset large enough and the right complexity, impor-
tant information can be extracted from the data while
noise and artifacts are discarded.

It is also notable in Table 2 and Table 3 that the
MdAE by itself does not measure a good result. Besides
having a low MdAE the results present a considerable
RMSE, as it reinforces highly variation results and

the median computation does not take into account
how much the extreme results deviate from the desired
value, only the middle value(s) is(are) computed. This
can be observed in the scatter plot of the predictions
and true values presented in Figure 4, and Figure 5.
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Figure 4. Scatter plot of the RR predictions and the true
values of the CapnoBase dataset. The samples ploted have
a SQI over 0.9
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Figure 5. Scatter plot of the RR predictions and the true
values of the BIDMC. The samples ploted have a SQI over
0.9

To better compare the performance of our method
against the researched literature, a summary of the
results of each method is presented in Table 4. The
best result presented in the Capnobase dataset was the
method proposed by [16], which reached a MdAE of 0.2
breaths/min, whereas the previous benchmark meth-
ods on the same dataset achieved a minimum MdAE of
0.8 breaths/min (excluding 36% of the noisiest data).
Our method, using the whole data, achieved a MdAE
of 1.2 breaths/min. The BIDMC database seems more
challenging, as the methods tested on this dataset pre-
sented a minimum MdAE of 2.3 breaths/min, and our
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method achieved a MdAE of 1.5 breaths/min. The
authors from [16] did not used de BIDMC dataset in

their study, so, we are not able to compare the results
with their method in this dataset.

Table 4. Error measurements of different methods presented in the literature. N is the percentage of PPG windows
used, median absolute error (MdAE) and 25th and 75th percentiles (25TH - 75TH) Root Mean Squared Error (RMSE)
and Mean absolute error (MAE) and Standard deviation (STD)

Dataset
Capnobase BIDMC

Method N
(%)

MdAE
(25TH - 75TH) RMSE MAE

(STD)
N

(%)
MdAE

(25TH - 75TH) RMSE MAE
(STD)

Proposed 100 1.2 (0.4-3.4) 5.9 3.1 (5.0) 100 1.5 (0.6-3.6) 6.9 3.4 (6.0)
Khreis
(2020) 100 0.2 (0.1-0.9) - - - - - -

Ravichandra
(2019) - - 3.1 - - - - -

Pimentel
(2017) 92 1.9 (0.3-3.4) - - 94 2.7 (1.5-5.3) - -

Shelley
(2016) 92 2.2 (0.2-8.3) - - 94 2.3 (0.9-7.9) - -

Karlen
(2013) 64 0.8 (0.3-2.7) - - 34 5.7 (1.5-9.7) - -

Fleming
(2007) 92 1.1 (0.4-3.5) - - 94 5.5 (2.7-8.1) - -

Nilsson
(2000) 92 10.2 (4.8-12.4) - - 94 4.6 (2.5-8.5) - -

4. Conclusions

This work presents a methodology to use a DNN
approach to estimate RR using PPG signals. The
model was inspired in a previous successful architec-
ture, which was optimized to our problem using an
adapted genetic optimization. The inputs to the DNN
are three RR-related respiratory signals extracted from
the PPG, and the output is the corresponding RR-
value. To test the methodology the files of two open-
access datasets were split into 4 folds, keeping the
same proportion of each dataset files in each folder.
A training-test procedure was repeated 4 times each
one with 3 folds for training and 1 for testing, so every
fold was used once as a test. The results achieved are
comparable with the most of the benchmark analytical
methodologies using the CapnoBase dataset, and the
DNN overcame them in the more challenging BIDMC
dataset, showing the success of the methodology to
process physiological data.

Although successful, the performance of analytical
methods is usually accompanied by heuristic thresholds
or a large number of expertly-tuned free parameters,
which could prevent generalization of the developed
methodologies. However, DNN approaches are designed
to generalize the data as much as possible and to have
as less as preprocessing as possible.
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Abstract Resumen
This paper describes the implementation of the tech-
nique based on D–BLAST spatial multiplexing on
Software Defined Radio (SDR) equipment. Specifi-
cally, the aim is to use Universal Software Periph-
eral Radio (USRP) Ettus Research x310 devices, to
tackle the problem of spatial diversity of the MIMO
Alamouti scheme which it is not able to increase the
number of antennas of the transmitter with respect to
the receiver. The simulation scenario was an indoor
environment using LabVIEW Communications Soft-
ware graphical programming tools, achieving a more
robust coding design based on the nonlinearity of
matrix equations, thus mitigating through the redun-
dancy of information the effects of the interference
due to the increase of the antennas of the transmitter.
The experimental results evaluated were bit error rate
(BER) and symbol error rate (SER) to determine the
effectiveness of spatial diversity. The gain achieved
was around 10dB and 7dB in MIMO 2×2 and MIMO
3×2, respectively, using the symmetric D–BLAST
technique.

Este artículo describe la implementación de la técnica
basada en multiplexación espacial D–BLAST sobre
equipos de radio definido por software (SDR) especí-
ficamente usando USRP Ettus Research x310; con
el objetivo de afrontar el problema de la diversidad
espacial que posee el esquema de MIMO Alamouti,
al no poder incrementar el número de antenas del
transmisor respecto al del receptor. El escenario de
simulación fue en un ambiente indoor usando las her-
ramientas de programación gráfica con el software
Labview Communications, logrando un diseño más
robusto de codificación basado en la no linealidad de
ecuaciones matriciales, mitigando, de este modo, a
través de la redundancia de información los efectos de
la interferencia que genera el incremento propio de las
antenas en el transmisor. Los resultados experimen-
tales evaluados fueron la tasa de error de bit (BER)
y la tasa de error de símbolo (SER) para determinar
la efectividad de la diversidad espacial. La ganancia
lograda fue alrededor de 10 dB y 7 dB en MIMO
2×2 y MIMO 3×2 respectivamente, usando la técnica
D–BLAST simétrica.

Keywords: Alamouti, D–BLAST, MIMO, SDR,
USRP

Palabras clave: Alamouti, D–BLAST, MIMO, SDR,
USRP
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1. Introduction

The development of MIMO systems has gained increas-
ing importance in recent years for standardization and
implementation of modern communication systems.
The challenges for obtaining high quality of service
and high data rate are being exploited using MIMO
techniques through multipath propagation, with the
objective of increasing spectral efficiency in wireless
channels. In this context, MIMO systems may also
increase the capacity of the link exploiting channel
diversity [1–5].

The spectrum is a scarce resource, and this is evi-
dent with spectral migration from LTE to 5G [2]. The
mobile communication spectrum is already saturated
in existing networks; consequently, the main benefits
provided by MIMO techniques besides spatial diver-
sity, are spatial multiplexing and current beamforming
techniques deployed in intelligent antennas for spectral
optimization.

A space-time coder such as Alamouti [6] scheme
maximizes spatial diversity for an equal number of
antennas at the transmitter and at the receiver. In
spatial multiplexing, signals are transmitted and re-
ceived simultaneously in the same frequency spectrum,
at high data rates.

In this context, spatial diversity may be influenced
in terms of Bit Error Rate (BER) by the number of
antennas to the receiver. The experimental study re-
ported in [6], demonstrates that the BER with fading
channel is close to the ideal situation when the number
of antennas in the receiver is increased. It should be
also considered that the Alamouti space-time coder
takes advantage of the spatial diversity presented by
the multipath interference so that the receiver sep-
arates the received information symbols, which are
mixed by the channel such that the energy of a symbol
may be received by each of the receiver antennas. In
the case of Alamouti, this may be achieved while the
number of receiving antennas is equal to or larger than
the number of transmitting antennas; however, this
does not always occur.

1.1. D–BLAST Spatial Multiplexing

Spatial multiplexing (SM) by Space-Time layers known
as BLAST (Bell Laboratories Layered Space-Time) are
valid alternatives for MIMO data transmission. In ad-
dition, it should be indicated that spatial multiplexing
known as D-BLAST enables the receiver to work in
a MIMO scenario, where the number of transmitting
antennas may be larger than the number of receiv-
ing antennas even though this would demand greater
complexity in the design of the transmitter and the
receiver [4], [7, 8]. According to this, the information
symbols are demultiplexed in various layers each of
which is transmitted independently. A rotation or di-

agonalization process of the information symbols is
applied to achieve this, where each symbol corresponds
to an independent data flow [9].

Consequently, it is necessary to consider that within
BLAST architectures, D-BLAST proposes an archi-
tecture where the symbols to be transmitted are mul-
tiplexed by each of the antennas of the transmitter,
i.e., at least in a time instant, an information symbol
is transmitted by each of the transmitting antennas,
which increases spatial diversity, an important factor
to take advantage of MIMO. However, in contrast with
other working formats such as Alamouti, D-BLAST
enables considering the scenario where the number
of antennas of the transmitter is greater than the
number of antennas of the receiver, as previously men-
tioned [7, 8], [10, 11]. The MIMO D-BLAST system
is chosen for this work due to its capacity to operate
without knowledge of the state of the channel and its
capacity to take advantage of spatial diversity [7], [12].

1.2. Implementation of MIMO techniques on
SDRs

The Software Defined Radio (SDR) systems are ra-
diocommunication systems that enable to implement
modulations and physical layer transmission schemes
through software [13]. In addition, the technological
development of communication systems is marked by
the design and use of FPGA prototyping systems [14]
through Software Defined Radio (SDR) systems, where
this hardware is controlled by means of different devel-
oping platforms. This gives flexibility to the evaluation
of digital communication systems. In this development
environment, many software platforms are enabling
to access to the processing core of the FPGA with
more flexibility, to handle digital signal processing
(DSP) in the wireless communication system. Thus,
the present work uses SDR equipment, concretely
Universal Software Radio Peripheral (USRP) equip-
ment [15, 16]. USRP programming has been carried
out using graphical language, and they are increasingly
taking control for parallel processing of signals in radio
transmissions; LabVIEW Communications by National
Instruments [16–18] was used for the development of
this work.

For the case of MIMO systems, the scientific com-
munity has had much experimental development, being
even able to test a MIMO with an array of 64 anten-
nas [19]. This demands more hardware acquisition,
and thus a higher implementation cost. For this rea-
son, the development systems seek for platforms with
more accessible costs for evaluating new technologies.
For example, a 2×2 MIMO STBC-Alamouti scheme is
evaluated in [20] through the use of USRP-2920 equip-
ment employing the Simulink/MATLAB platform; it is
verified the proportionality between the increment of
the spatial capacity and the number of antennas of the
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receiver, thus converging to a reduction in the BER
through spatial diversity. However, Alamouti does not
consider the case in which the number of antennas of
the transmitter is larger than the number of antennas
of the receiver.

The case presented in [12] is another example of
modeling and application of MIMO systems, showing
a MIMO D–BLAST implementation for air traffic com-
munication systems. In such scenario, possible wireless
interferences are greater than in an outdoor, indoor
scenario, adding the interference (jamming) effect, sit-
uation which is common in the proposed scenario. In
this way, [12] shows a strategy to unblock or disin-
hibit antennas due to the wireless interference, taking
advantage of a MIMO system and using a low-speed
feedback system for identifying the channel state; this
aspect is indeed enabled by D–BLAST when facing
the use of space-time coders. However, it should be
considered that it is not always possible to take advan-
tage of channel feedback since it requires an additional
channel, and the system implemented is not either in
contrast with the space-time encoding technique.

On the other hand, the use of the NI–USRP 2920
device [16] for MIMO systems has demonstrated that
it is able to increase the capacity of the link; however,
the system has two drawbacks due to the hardware ar-
chitecture itself, namely (i) the data transmission rate,
since the devices use the TCP/IP communication pro-
tocol, and (ii) when the number of antennas increases,
it is necessary to use more SDR devices either for trans-
mitting or receiving, thus arising a synchronization
problem between devices. Case (i) may be improved us-
ing devices in which MXI ports are available for direct
connection with the computer motherboard through
the PCI–Express module. In this sense, although the
speed improvement may be significant regarding trans-
mission bandwidth, it is still limited. Case (ii) may
be solved through software, to generate time synchro-
nization signals from the first device to the second
establishing a connection in a master–slave architec-
ture using the corresponding inputs and outputs to
pass the clock signals from one device to the other.

The synchronization problem is not only related to
software, it is a software–hardware compromise which
may be very complex. For example, in [16] the devices
were synchronized using a LAN network between radio
systems interconnected by means of a LAN switch.
However, as the number of devices increases, the trans-
mission rate decreases due to the capacity provided
by the TCP/IP and the complexity of configuring the
synchronization of devices increases. It should be re-
marked that this synchronization refers to all devices
that constitute the transmitter or the receiver, and
not to the synchronization of the communication link,
which in this work is solved using training symbols in
the transmission frame. This is expanded in subsequent
sections. As mentioned above, a simpler option but
also of higher cost is to use a version that integrates

a MIMO array, as it is the case with the NI–USRP
2940R model equivalent to the devices USRP Series
X300. This SDR model already implements a 2×2
array of antennas, simplifying the system implementa-
tion process and enabling to concentrate in processing
the baseband radio signals and the digital communica-
tion section of the communication system. In addition,
this model integrates the MXI port to increase the
communication bandwidth between the SDR and the
computer.

If the number of devices is larger than two, it is
simpler to solve the synchronization problem using
an external clock signal controller, such as the GPS
NI–CDA2990 device. Since this work evaluates com-
munication systems where the number of transmitting
antennas is greater than 2, external synchronization is
used because more than two devices are being used in
the transmitter; therefore, the use of the NI–CDA2990
device is important in the MIMO operation and, hence,
evaluation. Figure 1 shows an image corresponding to
the implementation of this work using the aforemen-
tioned devices, where it can be seen how the SDR
devices are arranged. It should be also mentioned that
the use of this external clock may limit the distance
of the link if it is used both in the transmitter and in
the receiver.

1.3. Object of study and hypothesis

The object of study is mainly focused on the design and
implementation of the nonlinear matrix equations in
the D–BLAST coder, using 3 methods to improve sym-
bol detection in the receiver: (i) Average the symbols
transmitted at the different positions of the columns
where each symbol is repeated, since it is distributed
diagonally with the interference of other symbols; (ii)
Equal to method (i), but the interference is subtracted,
and finally (iii) Knowing that the largest interference
is at the medium column of the matrix, this column
is neglected and the remaining columns are averaged,
likewise the aforementioned methods. The objective is
to compare through a practical implementation with
SDR devices, the performance between MIMO schemes
such as diagonal spatial multiplexing or D–BLAST and
Alamouti space-time coder (STBC) implemented in
a real indoor environment using USRP equipment,
as opposed to what was implemented [21], where the
BLAST spatial multiplexing is evaluated, but in verti-
cal format.

The rest of the paper is structured as follows: sec-
tion II carries out a review of works similar in the
use of SDR devices. Section III analyzes the scheme
and mathematical model of the D–BLAST space-time
coder and describes the implementation process of the
decoding algorithms used in the SDR devices. Section
IV presents the results obtained, analyzing the figures
of merit such as the bit error rate. The document end
with the conclusions presented in section V.
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Figure 1. Equipment implementation

2. Materials and methods

The equipment considered for implementing the MIMO
system architecture are the USRP X310 devices of the
Ettus Research company, due to the transmission rate
flexibility of every radio device. This device model has
a PCI-E port to transmit up to 1 Gbps; in addition, it
has an external GPS disciplined oscillator (GPSDO)
synchronization system, and using the NI–CDA2990
synchronization clock it is possible to expand up to 8
antennas in the transmitter and in the receiver. Lab-
VIEW NI Communications was the software develop-
ment platform, which facilitates the synchronization
process for any communication system that requires
more than two transmitting or receiving equipment.
Thanks to synchronization, each of the devices may
establish the same symbol, bit and/or sample time.

The CDA–2990 device enables to distribute a clock
signal to connect up to 8 channels or SDR equipment.
This device may externally generate a synchronization
clock pulse by GPSDO or through a crystal that en-
ables to generate input synchronization signals with
pulse per second (PPS) precision. The configuration
and connection used in this work is shown in Figure 2.

2.1. D–BLAST Spatial Multiplexing Architec-
ture

It is an architecture that combines various equal or
similar signals with low bandwidth to obtain a signal
with larger bandwidth [22,23]. In addition, similar to

how it occurs in space-time coding, data are transmit-
ted simultaneously through each antenna and through
each channel [4], [22]. However, D–BLAST spatial
multiplexing uses flow of intertwined data symbols;
it should be taken into account that symbols might
have been obtained from a flow of bits to which any
coding or forward error correction (FEC) technique
was previously applied.

Figure 2. Connections of the CDA–2990, device used for
the synchronization of NI–USRP radio devices

Based on this, it is first necessary to organize the in-
formation bits to be transmitted by means of a series/-
parallel converter according to the number of antennas
of the transmitter. Then, time coding is applied to each
flow obtained from the series/parallel conversion, and
subsequently symbol mapping or linear modulation is
used, as seen in Figure 3.
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Figure 3. D–BLAST Spatial Multiplexing Architecture

In this way, independent frames are created for
each antenna of the transmitter prior to the spatial
multiplexing process, where these frames pass through
a block that diagonally rotates the symbols of each
flow [24] so that each symbol is transmitted at least one
time through each of the antennas at the transmitter
to ensure spatial diversity.

To illustrate this process, consider a transmitter
with NT = 3 antennas; in this way it is assumed that
prior to space-time multiplexing, i.e., at the input of
the block that rotates the symbols, there will be one
symbol for each flow generally represented as the i-th
symbol that enters this rotator. On the other hand, the
output will be represented by equation 1, where the
positions filled with «0» correspond to time instants
where no information is transmitted, i.e., signals with
zero energy. In this way, each symbol hops from one
antenna to the other at each transmission time Tk.

SD =

 s1
1 s2

2 s3
3 0 0

0 s1
1 s3

2 s4
3 0

0 0 s3
1 s4

2 s5
3

 (1)

The columns of equation (1) represent each of the
transmission instants or times, while the rows corre-
spond to transmitting antennas. Thus, s3

2 corresponds
to symbol 2 transmitted at time instant 3 or T3 and,
in general, sj

i represents symbol i that entered the
rotator and will be transmitted at time j. Then, for a
D–BLAST diagonal spatial multiplexing, the dimen-
sion of the resulting symbol rotation matrix at the
transmitter will be NT rows × 2NT − 1 columns, un-
derstanding that each group of symbols enter and are
mapped independently according to the space-time ma-
trix applying the symbol rotation described in general

by equation (2).

SD =


s1

1 s2
1 . . . sNT

NT
0 . . . 0

0 0 . . . sNT
NT −1

s
NT +1
NT

. . . 0
0 0 . . . sNT

NT −2
s

NT +1
NT −1

. . . 0
...

...
. . .

...
...

. . .
...

0 0 . . . sNT
1 s

NT +1
1 . . . s

2NT −1
NT


(2)

The matrix HB with channel coefficients is shown
in equation (3) and the matrix of signals received is YD

obtained according to equation (4), which is a function
of the HB channel of the SD symbols transmitted and
of the noise of the channel represented by n. For HB ,
the element hi,j represents the impulse response of the
channel between the transmitting antenna i and the
receiving antenna j.

HB =


h11 h12 h13 . . . h1NT

h21 h22 h23 . . . h2NT

...
...

... . . . ...
hNR×1 hNR×2 hNR×3 . . . hNR×NT


(3)

YD = HBSD + n (4)

For a continuous transmission, prior to applying
the rotator a matrix is formed with the information
symbols to be transmitted, where the number of rows
is NT and the number of columns is (R ·N)/NT , where
N represents the number of information bits and R
is the FEC coding rate. In this way, according to the
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aforementioned example with NT = 3, the second col-
umn that enters the rotator corresponds to symbols
s4, s5 and s6, which means that the rotator working
matrix would use the following 5 transmission time
instants under the matrix format given by equation
(1) independent of the first three symbols.

Regarding reception, according to equation (4), for
each symbol time it is received a linear combination of
the symbols transmitted at time instant Tk through
channel HB with elements hi,j ; this means that each
antenna of the receiver contains information of all
symbols at such time instant Tk.

On the other hand, Table 1 shows the arrangement
of symbols to be transmitted considering the 2 × 2
MIMO case, presenting the rotation of D–BLAST sym-
bols transmitted for each time instant and for each
antenna for the first two transmission blocks; for the
case of the D–BLAST 2 × 2 MIMO reception, Table
2 shows the position of the symbols received for the
first two blocks, identifying the corresponding symbol
times.

Table 1. Arrangement of Symbols for TX with D–BLAST
2 × 2 MIMO

T1 T2 T3 T4 T5 T6
Antenna TX1 s1

1 s2
2 0 s4

3 s5
4 0

Antenna TX2 0 s2
1 s2

2 0 s5
3 s6

4
First TX
Block for

2 × 2 MIMO

Second TX
Block for

2 × 2 MIMO

Table 2. Arrangement of Symbols for RX with D–BLAST
2 × 2 MIMO

T1 T2 T3 T4 T5 T6
Antenna RX1 Y 1

1 Y 2
1 Y 3

1 Y 4
1 Y 5

1 Y 6
1

Antenna RX2 Y 1
2 Y 2

2 Y 3
2 Y 4

2 Y 5
2 Y 6

2
First RX Block

for 2 × 2
MIMO

Second RX
Block for 2 × 2

MIMO

Each of the symbols or signals received described
in Table 2 correspond to signals exiting the channel,
which are detailed in equations (5) to (10), where
equation (5) corresponds to the signals received at the
first-time instant for both antennas 1 and 2 of the
receiver of the proposed example.

Y 1
1 = h11s1

1+h12 ·0+n1 Y 1
2 = h21s1

1+h22 ·0+n2 (5)

Y 2
1 = h11s2

2+h12s2
1+n3 Y 2

2 = h21s2
2+h22s2

1+n4 (6)

Y 3
1 = h11 ·0+h12s3

2+n5 Y 3
2 = h21 ·0+h22s3

2+n6 (7)

Y 4
1 = h11s4

3+h12 ·0+n7 Y 4
2 = h21s4

3+h22 ·0+n8 (8)

Y 5
1 = h11s5

4+h12s5
3+n9 Y 5

2 = h21s5
4+h22s5

3+n10 (9)

Y 6
1 = h11 · 0 + h12s6

4 + n11 Y 6
2 = h21 · 0 + h22s6

4 + n12
(10)

2.2. D–BLAST using Software Defined Radio
(SDR) Systems

The block diagram of the communication system im-
plemented on Universal Software Radio Peripherals
(USRP) is shown in Figure 4. The UHD architecture
used is the one available for «LabVIEW Communica-
tion Design Suite». The devices used were the USRP
Ettus X310 with the following specifications:

Figure 4. D-BLAST Implementation Architecture on SDR-USRP devices
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• Bandwidth up to 40 MHz per channel (2 chan-
nels).

• The image loaded in the FPGA enables a 1 Gbps
Ethernet connection to transmit 25Mega sam-
ples/s Full Duplex.

• Flexible clock architecture with configurable sam-
pling frequency.

For MIMO implementation with SDR devices, the
Alamouti 2×2, D–BLAST 2×2 and D–BLAST 3×2
configurations were used, where the information source
is based on text, therefore, a source coder was imple-
mented to obtain the appropriate flow of information
bits. The first block of the transmitter in Figure 4
represents such source coder. In the case of applica-
tion of the D–BLAST architecture, the flow of bits
obtained from the information source is transformed
from series to parallel according to the number NT

of transmitting antennas. For the case of this work,
NT = 2 and NT = 3 and NR = 2 for both cases.

After obtaining multiplexed flows of bits, a chan-
nel coder with a structure similar to the one used
in Alamouti and also the same 4-QAM modulation
scheme were applied to each sub-flow, in order to make
no difference when comparing the results. In this ar-
chitecture, the time coding and modulation process
is independent for each data sub-flow. D–BLAST is
applied to these sub-flows.

Training symbols are inserted at the output of the
D–BLAST transmission block so that the receiver may
synchronize the data frames received in each sub-flow.
The training symbols are transmitted sequentially by
each of the antennas in the array, but the sequence
of each sub-flow is transmitted individually. There-
fore, for the case of the 3 × 2 example, the sub-flow
consists of three parts, one constituted by symbols in
the ± 1√

2 ± 1√
2 i range, and the other two correspond

to symbols at zero (0 + 0i). Then, the set of symbols
that constitute the preamble of each sub-flow con-
tained 528 symbols, where each of the parts previously
described contains 176 symbols. The arrangement of
these training symbols is presented in Table 3. This
structure will enable that the training sequence of each
data sub-flow does not interfere with another, and the
communication is more stable.

Table 3. Distribution of the training symbols in the sub-
flows

sub-
flow 0 ± 1√

2 ± 1√
2 i 0+0i 0+0i

SD
sub-

flow 1 0+0i ± 1√
2 ± 1√

2 i 0+0i

sub-
flow 2 0+0i 0+0i ± 1√

2 ± 1√
2 i

Total length = 528 symbols

In the blocks shown at the receiver, five additional
blocks are applied unlike the simulation diagram. Ac-
cording to this, the first receiver block in Figure 4
seeks to eliminate low energy samples that correspond
to filling symbols set equal to zero. For this purpose,
a threshold level is established to enable discarding
samples with very low energy or simply noise. In this
way, the threshold is the average energy of all possible
values that may be obtained in a digital modulation.
In the case of this work, it is the average of the four
possible symbols transmitted with 4-QAM.

The second block is a coupled filter to maximize
the Signal-to-Noise (SNR) of the signals captured. The
third and fourth blocks of the receiver are in charge
of synchronizing the symbol time and synchronizing
a frame due to the signals captured by each of the
antennas of the receiver. To achieve this, it is exploited
that the receiver knows the training symbols, which
are known by the receiver, and are eliminated at the
output of the receiver. The mathematical model for
each signal received before eliminating the synchro-
nization symbols is presented in Table 4 and Table
5 for constructing the 2×2 MIMO and 3×2 MIMO,
respectively; in both cases, these expressions result
applying equation (4). Prior to using this third block
of the receiver, the appropriate symbol sub-sampling is
applied to pass from samples to symbols and, therefore,
when finalizing the synchronization, the symbols that
are ready for channel estimation are obtained at the
output of the fourth block of the receiver.

The channel estimator block has a number of in-
puts equal to the number of transmitting antennas.
In addition, to estimate the channel coefficients, it
was decided to use an estimator of low computational
complexity based on least squares (LS) [25, 26]. As
mentioned above, the channel estimation used in this
work requires that the receiver knows the symbols used
for synchronization and has the objective function de-
scribed by the equation hLS = arg min

h

∥∥∥y −
⌢

HA
∥∥∥

where the training symbols sequences transmitted are
defined as A ∈ RNT X ×L, and the expression of the
received matrix of training sequences is y.

Table 4. Signals received for 2×2 MIMO considering the
first layer of symbols for D–BLAST

T1 T2 T3

Rx1 s1h11+ n s1h11 + s1h12+n s2h12+n

Rx2 s1h21+n s2h21 + s1h22+n s2h22+n
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Table 5. Signals received for 3×2 MIMO considering the
first layer of symbols for D–BLAST

T1 T2 T3 T4 T5

YB

RX1
s1h11

+n

s2h11

+s1h12

+n

s3h11

+s2h12

+s1h13

+n

s3h12

+s2h13

+n

+s3h13

+n

RX2
s1h21

+n

s2h21

+s1h22

+n

s3h21

s2h22

+s1h23

+n

s3h22

+s2h23

+n

+s3h23

+n

In other words, the LS estimation algorithm seeks
to find the hLS coefficients of the estimated channel
⌢

H that minimize the quadratic error between the syn-
chronization symbols received and the approximate
version that uses the symbols known by the receiver. In
addition, since the training symbols are known by the
receiver, it is possible to pre-calculate matrix A† and
store it in memory, and consequently the receiver does
not calculate the pseudoinverse of A every time the
channel is re-estimated

⌢

H = A†y =
(

AHA
)−1

AHy.
At the output of the estimator, the training se-

quences are withdrawn and with the channel estimated
and the symbols synchronized the received symbols are
separated, because due to the channel multipath typi-
cal of a MIMO transmission, the information of each
symbol transmitted during each transmission block
(see Table 1) is now in all the received symbol flows.

2.2.1. D–BLAST Space-Time Decoder or De-
multiplexer

To recover the symbols received, it is necessary to take
into account that at the first receiving instant T1 there
is a version of the first symbol transmitted, where
each copy is affected by the corresponding channel
component. It occurs similarly for the last transmis-
sion instant of a layer, where various copies of the last
symbol transmitted will be present at the receiver such
that each copy is modified by one channel component.

Likewise, from the second to the penultimate re-
ceiving instant, each new symbol that comes in will
be modified by some copy of the symbols that entered
in previous time instants; in addition, in the case of
intermediate symbols, this interference will be more
accentuated. According to this, at the third time in-
stant it may be seen that the third symbol that enters
is modified by the two previous symbols that already
entered in the matrix for their demodulation process.

Then, the D–BLAST technique for the 2×2 MIMO
system carries out an average of the diagonals 1 and
2 of the symbol matrix YB, which implies that the
mean value between the signal received by antenna
RX1 at receiving instant T1 and the signal received by
antenna RX2 at receiving instant T2 enables decoding

symbol s1 according to equation 11. The symbol s2
is decoded determining the mean value between the
signal received by antenna RX1 at receiving instant T2
and the signal received by antenna RX2 at receiving
instant T3 according to equation 12.

si = (s1h11 + n) + (s2h21 + s1h22 + n)
2 (11)

si+1 = (s2h11 + s1h12 + n) + (s2h22 + n)
2 (12)

This procedure was applied in the 3×2 MIMO
scheme. The average to obtain the first three symbols
that were sent and the sequence they keep, which are
shown below, are of vital importance.

si = (s1h11 + n) + (s2h21 + s1h22 + n)
2 (13)

si+1 = (s2h11 + s1h12 + n) + (s3h21 + s2h22 + s1h23 + n)
2

(14)

si+2 = (s3h12 + s2h13 + n) + (s3h23 + n)
2 (15)

These symbols are considered as estimates since
they are distorted by the effect of the channel. There-
fore, the channel coefficients determined in the channel
estimation are used to eliminate this effect, multiply-
ing times the conjugate transpose of the matrix with
the coefficients obtained from the channel estimator.

In all cases where the number of transmitting an-
tennas is larger than the number of receiving anten-
nas, it will be necessary to complete the channel ma-
trix with as many columns as the difference between
(NT x − N − Rx) and dimension NT x × NRx.

3. Analysis of Results

Due to the use of synchronization equipment, the dis-
tance between transmitter and receiver was around 3
meters, and to evaluate the behavior of the system,
the power of the transmitter was modified with values
from -30 dB to 15 dB preventing channel saturation.
An additional radio equipment was used to generate
a carrier with higher power to emulate the jamming
effects in the transmission, to verify the operation for
channel conditions such as great fading and multipath.
The transmission frequency is 2.4 GHz, which coexists
with the wifi network of the lab in which the exper-
iments were carried out, thus producing continuous
variations in the channel.

For the simulations carried out prior to the imple-
mentation, an indoor environment is considered where
the distance effects are ignored to contrast it with the
results obtained in the implementation. The evaluation
of the simulation performance and experimentation
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between spatial diversity and spatial multiplexing is
described below. In addition, Table 6 summarizes the
features of the equipment used in this implementa-
tion. It should be mentioned that the channel model
used in the simulations corresponds to a channel with
Rayleigh distribution, to consider the channel fading
due to multipath; noise is also considered. The devel-
opment of these simulations enabled establishing the
processing of the radio signals to recover the message
at the receiver.

Table 6. Parameters used in the implementation

Parameter Value

Sampling rate IQ: 2,1 MSamples/s

Carrier Frequency: 2,4 GHz
Modulation: 4 QAM
Channel coder: Convolutional, R=1/2
Transmitter gain: 15 dB
Receiver sensitivity: 10 dB
Types of Antennas Used: Vertical Antennas for

ISM band
Gain of Antennas: 6 dBi

Figures 5and 6 show the disparity effect when
NRx < NT x. When the system is symmetric MIMO
(equal number of antennas), both the BER and SER
are more optimal than when it is asymmetric. It was
verified in a simulation environment, that a 2×2 MIMO
based on Alamouti enables to reduce the impact of the
BER.

Figure 5. BER performance analysis in MIMO simula-
tions

Figure 6. SER performance analysis in MIMO simulations

For the experimental approach, the same perfor-
mance measures have been validated but with dif-
ferent techniques. Thus, in Figures 7 and 8 it may
be compared the technique based on spatial diversity
with Alamouti MIMO-10 vs. Spatial Multiplexing with
D–BLAST MIMO.

Figure 7. Experimental BER analysis between MIMO
Alamouti and D–BLAST MIMO

Figure 8. Experimental SER analysis between MIMO
Alamouti and D–BLAST MIMO

Similarly, it may be observed that MIMO asym-
metry deteriorates the system; nevertheless, the tech-
nique with BLAST Diagonal Matrices is better than
traditional Alamouti space-time coding for MIMO in
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around 10 dB. However, the symmetric and asymmet-
ric D–BLAST MIMO systems are more robust than
MIMO Alamouti; this is due to the mathematical treat-
ment and the redundancy applied to the system to
reduce the interference effects.

Another important point is that if the plots of all
MIMO systems are compared, it may be observed that
there is a higher symbol error rate than bit error rate
for the same SNR value, which confirms the effective-
ness of the convolutional coder despite the increased
number of antennas. Nevertheless, it is clear that for
larger MIMO systems, there is a higher probability of
failure due to the complexity of the system even though
the amount of data transmitted may be increased.

4. Conclusions

At present, the use of SDR systems is very important,
since they are capable of processing large data chains
generating a parallel processing, whose internal archi-
tecture is in the FPGAs designed to overcome this
problem. The implementation of the 2×2 D–BLAST
system (symmetric) was more efficient than the 3×2
D–BLAST system (asymmetric), showing a less sig-
nificant bit error rate in the different MIMO schemes
analyzed. In addition, a symmetric D– BLAST pro-
vides better spatial diversity since both the number of
transmitting and receiving antennas may be increased,
unlike Alamouti scheme in which only the number of
receiving antennas may grow.

To implement D–BLAST or any other type of space-
time coding for MIMO systems, it is recommended
to take into account each of the coding and decoding
processes described in this document. One of these
fundamental processes is channel estimation, since its
coefficients are required for a good wireless communi-
cation, for any number of antennas required both in
the transmitter and in the receiver.

In this sense, channel coefficients should be ar-
ranged and maintained in sequence as shown in this
work. If these coefficients are not the correct ones,
channel estimation will be wrong, which will produce
a significant bit error rate in low noise level. For future
works it is recommended to try another system for
channel estimation.

Finally, it should be indicated that for data trans-
mission using D–BLAST MIMO with NT transmitting
antennas, it will be necessary to transmit the symbols
in 2×(NT −1) symbol times, which should be analyzed
for a large number of antennas if the D–BLAST oper-
ation does not come into conflict with the coherence
time of the wireless channel. This is due to the fact
that bandwidth is lost when redundance is introduced
in the symbol transfer.
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<mquinde@ups.edu.ec>.

3. Presentation and structure of the ma-

nuscripts

For those works that are empirical in-

vestigations, the manuscripts will follow the

IMRDC structure (Introduction, Materials and

Methods, Results and Discussion and Conclu-

sions), being optional the Notes and Supports.

Those papers that, on the contrary, deal with

reports, studies, proposals and reviews may be

more flexible in their epigraphs, particularly

in material and methods, analysis, results, dis-

cussion and conclusions. In all typologies of

works, references are mandatory.

Articles may be written on Microsoft Word

(.doc or .docx) or LATEX(.tex). The template to

be used can be downloaded from the journal’s

website, a, <https://goo.gl/gtCg6m>, whi-

le for LATEX in <https://goo.gl/hrHzzQ>,

it is necessary that the file be anonymised in

Properties of File, so that the author(s) ID is

not displayed.

Figures, Graphs and/or Illustrations, as

well as Charts shall be numbered sequentially

including an explanatory description for each.

The equations included in the article must also

be numbered; the figures, charts and equations

must be cited in the text.

Use space after point, commas and question

marks.

Use “enter” at the end of each paragraph

and title heading. Do not use .enter.anywhere

else, let the word processor program automa-

tically break the lines.

Do not center headings or subheadings as

they should be aligned to the left.

Charts must be created in the same pro-

gram used for the document body, but must be

stored in a separate file. Use tabs, not spaces,

to create columns. Remember that the final

size of printed pages will be 21 x 28 cm, so the

tables must be designed to fit the final print

space.

3.1. Structure of the manuscripts

3.1.1. Presentation and cover letter
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sufficient to contextualize the theoretical

framework with current and important

criteria. They will be presented sequen-

tially in order of appearance, as appro-
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[1] M. A. Brusberg and E. N. Clark, “Ins-
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Path,” Stanford Res. Inst., Stanford, CA,

Contract NOBSR–87615, Final Rep., Feb.

1995, vol. 1

Articles presented in confeences (unpubished):
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“Realidad Virtual”. National Instruments.

Colombia, 2009.

Articles of memories of Conferences

(Published):

[1] L. I. Ruiz, A. Garćıa, J. Garćıa, G. Ta-
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sistemas eléctricos en refineŕıas de la in-
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el equipo eléctrico,” IEEE CONCAPAN

XXVIII, Guatemala 2008.

Thesis:

[1] L.M. Moreno, “Computación paralela y

entornos heterogéneos,” Tesis doctoral,

Dep. Estad́ıstica, Investigación Operativa

y Computación, Universidad de La Lagu-

na, La Laguna, 2005.

Guidelines:

[1] IEEE Guide for Application of Power

Apparatus Bushings, IEEE Standard

C57.19.100–1995, Aug. 1995.

Patents:

[1] J. P. Wilkinson, “Nonlinear resonant cir-

cuit devices,” U.S. Patent 3 624 125, July

16, 1990.
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Internet resources:

[1] E. H. Miller, “A note on re-

flector arrays” [Online]. Available.

https://goo.gl/4cJkCF

3.3. Epigraphs, Figures and Charts

The epigraphs of the body of the article

will be numbered in Arabic. They should go

without a full box of capital letters, neither

underlined nor bold. The numbering must be

a maximum of three levels: 1. / 1.1. / 1.1.1.

At the end of each numbered epigraph will be

given an enter to continue with the correspon-

ding paragraph.

The charts must be included in the text

according to order of appearance, numbered

in Arabic and subtitled with the description

of the content, the subtitle should go at the

top of the table justified to the left.

Figures can be linear drawings, maps or

black and white halftone or color photographs

in 300 dpi resolution. Do not combine photo-

graphs and line drawings in the same figure.

Design the figures so that they fit even-

tually to the final size of the journal 21 x

28 cm. Make sure inscriptions or details, as

well as lines, are of appropriate size and thick-

ness so that they are not illegible when they

are reduced to their final size (numbers, let-

ters and symbols must be reduced to at least

2.5 mm in height After the illustrations have

been reduced to fit the printed page). Ideally,

the linear illustrations should be prepared at

about a quarter of their final publication size.

Different elements in the same figure should

be spelled a, b, c, etc.

Photographs should be recorded with high

contrast and high resolution. Remember that

photographs frequently lose contrast in the

printing process. Line drawings and maps

should be prepared in black.

The text of the figures and maps must be

written in easily legible letters.

If the figures have been previously used, it

is the responsibility of the author to obtain the

corresponding permission to avoid subsequent

problems related to copyright.

Each figure must be submitted in a sepa-

rate file, either as bitmap (.jpg, .bmp, .gif, or

.png) or as vector graphics (.ps, .eps, .pdf).

4. Submission process

The manuscript must be sent through the

OJS system of the journal, <https://goo.

gl/JF7dWT>,the manuscript should be uploa-

ded as an original file in .pdf without author

data and anonymized according to the above;

In complementary files the complete manus-

cript must be loaded in .doc or .docx (Word

file), that is to say with the data of the author

(s) and its institutional ascription; Also the

numbered figures should be uploaded in inde-

pendent files according to the corresponding

in the manuscript (as bitmap .jpg, .bmp, .gif,

or .png or as vector graphics .ps, .eps, .pdf).

It is also obligatory to upload the cover letter

and grant of rights as an additional file.

All authors must enter the required informa-

tion on the OJS platform and only one of the

authors will be responsible for correspondence.

Once the contribution has been sent the

system will automatically send the author for

correspondence a confirmation email of receipt

of the contribution.

5. Editorial process

Once the manuscript has been received in

OJS, a first check by the editorial team of the

following points:
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The topic is in accordance with the crite-

ria of the journal.

Must have the IMRDC structure.

Must be in the Ingenius format.

Must use the IEEE citation format.

All references should be cited in the text

of the manuscript as well as charts, figures

and equations.

The manuscript is original; for this, soft-

ware is used to determine plagiarism.

The assessment described above can take

up to 4 weeks.

If any of the above is not complete or there

is inconsistency, an email will be sent to the

author to make the requested corrections.

The author will make the corrections and re-

send the contribution through an email in res-

ponse to the notification and will also upload

the corrected manuscript into OJS supplemen-

tary files.

The editorial team will verify that the re-

quested corrections have been incorporated,

if it complies, the manuscript will start the

second part of the process that may be follo-

wed by the author through OJS, otherwise the

author will be notified and the manuscript will

be archived.

The second phase of the process consists

of the evaluation under the methodology of

double-blind review, which includes national

and foreign experts considering the following

steps:

The editor assigns two or more reviewers

for the article.

After reviewing the article, the reviewers

will submit the evaluation report with one

of the following results.

� Publishable

� Publishable with suggested changes

� Publishable with mandatory changes

� Non publishable

The editor once received the evaluation

by the reviewers will analyze the results

and determine if the article is accepted

or denied.

If the article is accepted, the author will

be notified to make corrections if required

and the corresponding editorial process

will be continued.

If the article is denied, the author will

be notified and the manuscript will be

archived.

In the two previous cases the result of

the evaluation of the reviewers and their

respective recommendations will be sent.

The second phase of the process lasts at

least 4 weeks, after which they will be notified

to the author giving instructions to continue

with the process.

6. Publication

The Ingenius Journal publishes two issues

per year, on January 1st and July 1st, so it is

important to consider the dates for sending the

articles and their corresponding publication.

Articles received until October will be consi-

dered for the January publication and those

received until April for the July publication.
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