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Abstract Resumen
The novel coronavirus disease (COVID-19) is an on-
going pandemic with large global attention. However,
spreading fake news on social media sites like Twit-
ter is creating unnecessary anxiety and panic among
people towards this disease. In this paper, we ap-
plied machine learning (ML) techniques to predict
the sentiment of the people using social media such
as Twitter during the COVID-19 peak in April 2021.
The data contains tweets collected on the dates be-
tween 16 April 2021 and 26 April 2021 where the
text of the tweets has been labelled by training the
models with an already labelled dataset of corona
virus tweets as positive, negative, and neutral. Senti-
ment analysis was conducted by a deep learning model
known as Bidirectional Encoder Representations from
Transformers (BERT) and various ML models for
text analysis and performance which were then com-
pared among each other. ML models used were Naïve
Bayes, Logistic Regression, Random Forest, Support
Vector Machines, Stochastic Gradient Descent and
Extreme Gradient Boosting. Accuracy for every sen-
timent was separately calculated. The classification
accuracies of all the ML models produced were 66.4%,
77.7%, 74.5%, 74.7%, 78.6%, and 75.5%, respectively
and BERT model produced 84.2 %. Each sentiment-
classified model has accuracy around or above 75%,
which is a quite significant value in text mining algo-
rithms. We could infer that most people tweeting are
taking positive and neutral approaches.

En este artículo, aplicamos técnicas de aprendizaje au-
tomático para predecir el sentimiento de las personas
que usan las redes sociales como Twitter durante el
pico de COVID-19 en abril de 2021. Los datos con-
tienen tweets recopilados en las fechas entre el 16
de abril de 2021 y el 26 de abril de 2021, donde el
texto de los tweets se ha etiquetado mediante la for-
mación de los modelos con un conjunto de datos ya
etiquetado de tweets de virus de corona como positivo,
negativo y neutro. El análisis del sentimiento se llevó
a cabo mediante un modelo de aprendizaje profundo
conocido como Representaciones de Codificadores
Bidireccionales de Transformers (BERT) y varios mo-
delos de aprendizaje automático para el análisis de
texto y el rendimiento, que luego se compararon entre
sí. Los modelos ML utilizados son Bayes ingenuas,
regresión logística, bosque aleatorio, máquinas vecto-
riales de soporte, descenso de gradiente estocástico y
aumento de gradiente extremo. La precisión de cada
sentimiento se calculó por separado. La precisión de
clasificación de todos los modelos de ML producidos
fue de 66.4 %, 77.7 %, 74.5 %, 74.7 %, 78.6 % y
75.5 %, respectivamente y el modelo BERT produjo
84.2%. Cada modelo clasificado de sentimiento tiene
una precisión de alrededor o superior al 75 %, que
es un valor bastante significativo en los algoritmos
de minería de texto. Vemos que la mayoría de las
personas que tuitean están adoptando un enfoque
positivo y neutral.
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1. Introduction

There are various kinds of social media platforms that
are used by users for many reasons. In recent times,
the most used social media platforms for informal com-
munications have been Facebook, Twitter, Reddit, etc.
Amongst these, Twitter, the microblogging platform,
has a well-documented Application Programming In-
terface (API) for accessing the data (tweets) available
on its platform. Therefore, it has become a primary
source of information for researchers working on the
Social Computing domain [1]. Social Media platforms
such as Twitter are a great resource to capture human
emotions and thoughts. During these trying times, peo-
ple have taken to social media to discuss their fears,
opinions, and insights on the global pandemic [2]. For
this research, we focused on a dataset that belonged
to the Twitter tweets and accessed tweets related to
“COVID-19 Pandemic”.

Coronavirus disease 2019 (COVID-19) was first de-
tected in Wuhan, China, in December 2019 and has
spread worldwide in more than 198 countries [3]. The
outbreak of COVID-19 has a socio-economic impact.
The World Health Organization declared it an epi-
demic on 30 January 2020. Since then, it has spread
exponentially, inflicting serious health issues including
painful deaths [4]. Large-scale datasets are required to
train machine learning models or perform any kind of
analysis. The knowledge extracted from small datasets
and region-specific datasets cannot be generalized be-
cause of limitations in the number of tweets and geo-
graphical coverage. Therefore, this paper introduces a
large-scale COVID-19-specific English language tweets
dataset [5].

The main objective of this work is to predict peo-
ple’s sentiments during the peak of the pandemic in
April 2021. How can we classify coronavirus tweets as
positive, negative, and neutral; which tells us about
how people are feeling? So, there are two ways to la-
bel the tweets that were extracted using the Twitter
API with tweepy. The first way is training already
labelled data with BERT and various machine learn-
ing models, evaluating which model classifier could
correctly label the tweets and then using it to label
the text of the tweets extracted. The second way is
to find the sentiment comes by using an open-source
sentiment analyzer pre-built library known as VADER.
It automatically predicts the sentiment score of the
tweets classifying the tweets with the power of ma-
chine learning and using it to make inferences about
the extracted tweets. Based on the classification of
different tweets, the effort was to be able to provide
more insights about the pandemic affecting mental
health and people’s reaction about how well they are
handling this situation.

1.1. Literature Review

The main aim of this work is to analyze people’s re-
actions on the global pandemic COVID-19 via tweets
and classify them as positive, negative, or neutral. This
is done by performing sentiment analysis on the data
obtained from Twitter. Several Machine Learning tech-
niques have been used to obtain the results. In this
section, we will provide an overview of the papers used
as references for this work.

There have been many studies on this in a short
span of time. To begin with, the trends of positive,
negative, and neutral tweets state-wise and month-
wise in India are captured and presented in this paper.
Firstly, state-wise analysis is done and then the fre-
quency of Positive, Negative, and Neutral tweets are
calculated. From the analysis in this paper, it is ob-
served that people in India were mostly expressing
their thoughts with positive sentiments [1]. In another
paper, a very large dataset of almost over 310 million
tweets is taken into consideration. This study specifies
the sentiment scores of the tweets in English language
only. And it was observed that a common hashtag
was being used in most of the tweets [5]. In another
research work, country-wise sentiment analysis of the
tweets has been done. This research work has taken
into account the tweets from twelve countries gathered
from 11th March 2020 to 31st March 2020. The tweets
have been collected, pre-processed, and then used for
text mining and sentiment analysis. The result of the
study concludes that while the majority of the peo-
ple throughout the world took a positive and hopeful
approach, there are instances of fear, sadness and dis-
gust exhibited worldwide [6]. Another research paper
in which the BERT model was used to analyze the
sentiments behind tweets made by netizens of India.
There were several common words that came out in
the analysis and based on that the tweets are classified
into four sentiments such as fear, sad, anger, and joy.
This model was 89% accurate as compared to other
models like LR, SVM, LSTM [7]. A short research
aimed at analyzing the sentiments and emotions of
people during COVID-19 was conducted based on the
tweets from March 11th to March 31st, 2020, which
gave us the results that the mindsets of people was
almost at the same level all around the world [8].

There have been few papers in which the ex-
ploratory analysis of the data is performed to ob-
tain the results. For instance, in a research paper,
exploratory data analysis was performed for a dataset
providing information about the number of confirmed
cases on a per-day basis in a few of the worst-hit coun-
tries to provide a comparison between the change in
sentiment with the change in cases since the start of
this pandemic till June 2020 [2]. In this paper, the au-
thors have tried to understand and analyze the tweets
around COVID-19 in India and have tried to analyze
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these data using NVIVO processors and word cloud.
The study involves the words, hashtag being used and
the sentiments involved around these words. The con-
clusion gives an understanding of high-impact and
low-impact words [9]. In this research paper, data is
collected from the users who shared their location as
‘Nepal’ between 21st May 2020 and 31st May 2020.
The result of the study concluded that while majority
of the people of Nepal took a positive and hopeful ap-
proach, there are instances of fear, sadness and disgust
exhibited too [10].

Since Twitter is a place where individuals can ex-
press their views without revealing their identity, this
is used as an advantage by many of them to present
their opinions either positive negativelyive based on
their sentiments. By using various Machine Learning
techniques and knowledge from social media, sentiment
analysis on COVID Twitter data was performed, which
gave us the results as positive or negative. Logistic
Regression Algorithm was used to perform the analysis
which gave an accuracy up to 78.5% [11].

Data mining was conducted on Twitter to collect a
total of 107,990 tweets related to COVID-19 between
December 13, 2019, and March 9, 2020. A Natural
Language Processing (NLP) approach and the latent
Dirichlet allocation algorithm were used to identify
the most common tweet topics as well as to categorize
clusters and identify themes based on the keyword
analysis. The results indicate the main aspects of pub-
lic awareness and concern regarding the COVID-19
pandemic. First, the trend of the spread and symptoms
of COVID-19 can be divided into three stages. Second,
the results of the sentiment analysis showed that peo-
ple have a negative outlook toward COVID-19 [12]. In
this paper, our aim is to perform a sentimental analysis
of tweets during the COVID-19 pandemic and classify
them as positive, negative, or neutral.

After learning about the dataset, the next step was
to solve the classification problem. The classification
problem in this paper is sentiment analysis. Many of
the papers already mentioned earlier [1, 5] performed
sentiment analysis on tweets to classify them in three
different categories. These research papers provided
vital information about how sentiment analysis can be
performed for the classification of tweets in the dataset.
Creating a classifier was the next step. “The impact
of preprocessing on text classification” is a resourceful
paper that provided details and leads on how to con-
duct preprocessing on data and which classifier would
be optimal. It mentions that SVM is state-of-the-art
pattern classifier and is recommended to be used as the
classification algorithm [13]. The papers use Random
Forest, Naïve Bayes, SVM, and Random Forest for
classification and tells us that Linear SVM provided
the best results. Almost 95% accuracy was achieved
using this technique. Based on this research, we have
decided to use Naïve Bayes, Logistic Regression, Ran-

dom Forest, SVM, SGD, XGB and BERT.
Before moving further to the dataset, it is impor-

tant to know about the dataset and learn as much
about it as possible. A detailed exploratory analysis of
the dataset was conducted using reference from various
papers.

2. Materials and Methods

2.1. Material

Data for this work is acquired from Twitter using its
API and tweepy. Tweepy is an open-source and easy-
to-use Python package for accessing the functionalities
provided by the Twitter API. Tweepy includes a set of
classes and methods that represent Twitter’s models
and API endpoints, and it transparently handles var-
ious implementation details, such as: Data encoding
and decoding. Data extraction of tweets from Twitter
API is done from date 16th April 2021 to 26th April
2021 containing 2,00,000 tweets to get a bigger dataset
and better results.

The other dataset is open-sourced and collected
from a blog [14] which contains coronavirus tweets
with labelled sentiments. The dataset that has been
collected for tweets by the blog was a labelled sen-
timent analysis dataset. This dataset was split into
two subsets for training and testing of the various
classifiers. The dataset we gathered and fetched from
Twitter is unlabelled.

2.1.1. Descriptive Analytics

The dataset contains text fields, so text analysis of the
tweets was performed as outlined below. But before
that analysis was conducted to learn more about the
dataset. Firstly, even before the cleaning process, one
should get familiar with the kind of data they’ll be
dealing with. This just helps in providing more context
and background information to the data scientist. So,
after loading the csv file, a few functions were run on
the data just to familiarize with it. We get to know
the size of the data, the data types of each column,
the number of null entries, the distribution of different
classes, etc. Next is dropping duplicate rows if any. We
then realize that we won’t be needing a few columns
in further analysis, so we drop it.

After those preprocessing techniques were applied
to the data to clean the tweets. It includes converting
the text to lowercase, tokenization, and removal of
username tags, retweet symbol, hashtags, white spaces,
punctuations, numbers, emoji, and URLs to clean the
text. Using this clean text, further text analysis was
conducted as outlined below. The analysis was con-
ducted on the dataset we collected from Twitter API
with 200,000 tweets (Figure 1).
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Figure 1. Dataset size

We look at the information of the dataset. It tells
us about the type of field it is and about how many
non-null values are present in the dataset, which helps
us understand our dataset better (Figure 2).

Figure 2. Dataset information

With social media, one can never retrieve all the
data. There are always some missing values in the
dataset. People like to keep few things discreet such as
their location and description in case of twitter. Also,
some people as we can see are not comfortable of using
hashtags see Figure 3.

Figure 3. Total null values

Then finding out what is term frequency of the
words showing the most frequently used words by their

count. We see that “COVID-19” is the most used word
(Figure 4).

Figure 4. Top words used in tweets

To get a closer look at the text contained in the
dataset, a visualization of the word cloud was created
(Figure 5).

Figure 5. Word Cloud for top 50 most used words

The word cloud above lists all words with the top
50 most used words. Word clouds are useful in under-
standing what the users are posting about. Most of
the words are related to COVID, and new cases, and it
seems like most people posted about vaccines as well
(Figure 6).

After looking at an overview of the tweet text in
our corpus, let’s move on to hashtags looking for the
most trending ones.

Figure 6. Word Cloud for Hashtags

The word cloud above lists all words with extremely
used hashtags. Word clouds are useful in understand-
ing what the users are posting about. Most of the
words are related to COVID, new cases, and it seems
like most people posted about vaccines as well.

Figure 7 shows the location of the people from
where most of them are tweeting. We can see a large
number of people are tweeting from India and USA,
as the time period selected for extracting the tweets
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was during the third wave and the number of cases
was higher in those countries.

Figure 7. Top 25 locations where tweets originate from

Figure 8 shows which verified users tweeted the
most about COVID. We can see that almost all of
them are news channels tweeting about the latest up-
dates about COVID and the number of cases in their
respective countries.

Figure 8. Top 20 user-verified tweets

After looking at an overview of the data, we clean
and preprocess the text of the tweets in our corpus,
moving on to do some n-gram analysis. N-grams pro-
vide a better context of what the users are posting
about as we move to bi and trigrams because these pro-
vide the most frequent phrases instead of just words.
Figure 9 shows that most frequent unigrams are based
on new cases, vaccines, health, pandemic, people, avail-
ability and appointments.

Figure 9. Top 20 Unigrams

A bigram (Figure 10) analysis provides further de-
tails trending during that time giving details about
availability of vaccine appointments, new cases and
second wave.

Figure 10. Top 20 Bigrams

A trigram (Figure 11) analysis provides further de-
tails on where the COVID new vaccine appointments
are available. It seems like most of them are in Wal-
greens which is an American company that operates as
the second-largest pharmacy store chain in the United
States behind CVS Health.

Figure 11. Top 20 Trigrams

2.2. Methods

The aim of this study is to train text from the labelled
tweets that could automatically assess if the unlabelled
tweet gathered is positive, negative, or neutral. After
training the models on labelled twitter data, models
were applied to data extracted to label the sentiments
and compare the results of different algorithms. The
second method of tweets labelling is done by using
NLTK VADER inbuilt python package based on lexi-
cons.

In this work, the response is labelling the tweets
as positive, negative or neutral. The dataset gathered
contains a lot of information on the user such as name,
description, followers, friends and many more but only
the text of the tweet was used to label the data from
training the existing labelled data.

2.2.1. Experimental Design 1

It is very difficult to label the sentiments for COVID-
19 data because of the words used to represent the
situation. For example, if there are new cases, there
is a tweet saying “I am tested Corona positive” which
ML technically would label as positive. So, there is a
huge uncertainty in predicting the sentiments of the
pandemic. Therefore, we apply two different techniques
to understand the sentiments.
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a) Text Processing

The dataset called “coronavirustweets” contained la-
belled data of tweets showing the sentiment as ex-
tremely positive, positive, neutral, negative and ex-
tremely negative. Narrowing down the categorical la-
bels to only three-class classifications, there is neu-
tral, negative combined with extremely negative, and
positive combined with extremely positive to achieve
greater accuracy. The text from the original tweet
needs to be pre-processed to train and test the data by
removing punctuations, stop words, spaces, emoticons
and stemming the data.

The preprocessing of the text data is an essential
step as it makes the raw text ready for mining. The ob-
jective of this step is to clean text irrelevant to search
the sentiment of tweets such as punctuation(.,?,”etc.),
special characters (,%,&,$, etc.), numbers (1,2,3, etc.),
Twitter handle, links(HTTPS: / HTTP:) and stop
words which don’t mean anything in context to the
text.

Stop words are those words in natural language
that have very little meaning, such as “is”, “an”, “the”,
etc. To remove stop words from a sentence, the text
can be divided into words and then remove the word
if it exists in the list of stop words provided by NLTK.

b) Randomization

The dataset was randomly divided into two sets strat-
ifying with sentiment values of the dataset, one for
training with 80% data and another for testing with
20% data.

c) Vectorizing the tweets

Before we implement different ML text classifiers, we
need to convert the text data into vectors. It is crucial
as the algorithms expect data in some mathematical
for rather than textual form. Count Vectorizer counts
the number of times a word appears in the document
(in each tweet). This process helps in converting the
text data as we understand it, to numerical data, that
is easier for the computer to understand.

d) Classifiers

After vectorizing the tweets, we are all set to imple-
ment classification algorithms. There are three types
of sentiments so we must train our models so that
they can give us the correct label for the test dataset.
We have built different machine learning models such
as Naive Bayes, Logistic Regression, Random Forest,
Support Vector Machine, Stochastic Gradient Descent
and Extreme Gradient Boosting along with BERT,
a deep learning model. Ensemble Classifier such as
bagging and boosting are applied on the dataset as
well to minimize any over-fitting by the classifiers.

We use the accuracy score to measure the per-
formance of the model (precision score, recall and
confusion matrix are also calculated). Precision score,
recall and confusion matrix let us know how correctly
labelled the actual values are. BERT(bi-directional
Encoder Representation of Transformers) is a tech-
nique developed by Google based on the Transformers
mechanism. In our sentiment analysis application, our
model is trained on a pre-trained BERT model. BERT
models have replaced the conventional RNN based
LSTM networks which suffered from information loss
in large sequential text [15]. The results from paper ex-
plained that a language model that is bi-directionally
prepared can have a more profound feeling of language
setting and stream than single directional models. In
contrast to directional models that enable sequential
reading of text input (right to left or left to right),
the transformer encoder recognizes the total sequence
of words at once. Thus, it is considered bidirectional,
but it is a non-directional model with higher accuracy
than other established models [7].

e) Labelling new tweets

Since our collected data is not labelled, we save and
load our trained models with pickle. This allows us to
save our model to a file and load it later in order to
make predictions. We can then apply them to label
the data we extracted and preprocessed.

f) Comparing algorithms

Obtaining the sentiments of the tweets from different
models and saving the csv files of different models, we
compare the results of the labelled data.

2.2.2. Experimental Design 2

VADER stands for Valence Aware Dictionary and Senti-
ment Reasoner. VADER belongs to a type of sentiment
analysis that is based on lexicons of sentiment-related
words. It is a rule-based model for general sentiment
analysis, and its effectiveness was compared to 11 typi-
cal benchmarks, including Word Count (LIWC), Affec-
tive Norms for English Words (ANEW), the General
Inquirer, Linguistic Inquiry, Senti WordNet, and ma-
chine learning techniques that rely on Support Vector
Machine (SVM) algorithms, Naive Bayes, and Max-
imum Entropy. In this approach, each of the words
in the lexicon is rated as to whether it is positive or
negative, and in many cases, how positive or negative.

VADER performs well in the analysis of sentiments
expressed in social media. These sentiments must be
present in the form of comments, tweets, retweets, or
post descriptions, and it works well on texts from other
domains also. We design our VADER sentiment model,
which extracts features from Twitter data, formulates
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the sentiment scores, and classifies them into positive,
negative, neutral classes.

a) Data Cleaning

The dataset extracted from the tweet needs the text
to be pre-processed by removing punctuations, stop
words, spaces, emoticons and stemming the data.

b) Finding Polarity

The compound score (polarity) is computed by sum-
ming the valence scores for each word in the lexicon,
adjusted according to the rules, and then normalized to
be between -1 (most extreme negative) and +1 (most
extreme positive).

c) Finding Sentiments

After getting the compound scores, the polarity of
the tweets is used to categorize them into 3 classes:
Positive, Negative and Neutral. Positive Sentiments
are those with a score above 0. Negative sentiments
from less than 0, and neutral sentiments are having
0.0 polarity. These 3 classes were stored along with
the tweets in the dataset called “Sentiments”.

3. Results and discussion

3.1. Results

3.1.1. Experimental Result 1

Multi-class classification on different models was ap-
plied to train data to find the accuracy of the correct
label for the test dataset. I have built different ML
models like Naive Bayes, Logistic Regression, Random
Forest, Support Vector Machine, Stochastic Gradient
Descent and Extreme Gradient Boosting (Figure 12).

We have observed that the Stochastic Gradient
Descent classifier gives the best result with accuracy
reaching 78.64%. The accuracy is pretty much close to
the accuracy of Logistic Regression, and both models
can be used to predict the sentiment of unlabelled data.
The least accuracy is shown by Naïve Bayes Classi-
fier. It works well with large data. Naïve Bayes works
on n-grams, I have tried using different n-grams, but
accuracy stays around 65%.

Figure 12. Comparison of model accuracies

The BERT model performs extremely well in com-
parison to other ML models. It gives an accuracy score
of 84.2%, which is the highest accuracy we got by train-
ing and testing the models. BERT is an excellent and
different technique, which provides the best accuracy
because it is designed to read in both directions at once.
This capability, enabled by the introduction of Trans-
formers, is known as bi-directionality. BERT, however,
was pre-trained using only an unlabeled, plain text
corpus (namely the entirety of the English Wikipedia,
and the Brown Corpus). It continues to learn unsuper-
vised from the unlabeled text and improve even as its
being used in practical applications (ie Google search).
Its pre-training serves as a base layer of "knowledge" to
build from. From there, BERT can adapt to the ever-
growing body of searchable content and queries and
be fine-tuned to a user’s specifications. This process is
known as transfer learning [16].

Next using this trained model on our dataset, we
see the following results based on the test accuracy
(Figure 13).

SGD Classifier gives:
Neutral: 65462
Positive: 48785
Negative: 35741

Figure 13. SGD Classifier results

Stochastic Gradient Descent is a simple yet very
efficient approach to fitting linear classifiers and re-
gressors under convex loss functions. SGD has been
successfully applied to large-scale and sparse machine
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learning problems often encountered in text classifica-
tion and natural language processing, which is why it
performs better than all other models (Figure 14).

LG Classifier gives:
Neutral: 62263
Positive: 49022
Negative: 38703

Figure 14. LG Classifier results

Seeing the results, we observe Logistic Regres-
sion gives more Positive and Negative labelled tweets
whereas Stochastic Gradient Boosting predicts some of
them as Neutral. Even though the accuracy for these
both is almost the same, there is different labelling of
approximately 3,000 tweets as neutral. Multinomial
logistic regression is an extension of logistic regression
that adds native support for multi-class classification
problems. Logistic regression, by default, is limited to
two-class classification problems, which is why SGD is
better in accuracy for predicting sentiments.

Ensemble Classifier such as bagging and boosting
are applied on the dataset to minimize any over-fitting
by the classifiers. But there isn’t any over-fitting of
the data because the accuracy obtained by bagging is
72.1% which is around the same whereas accuracy of
boosting is 51.4% which is pretty much lower.

A similar analysis has been presented in [17] for
the understanding of pandemic anxiety among Twit-
ter users based on keywords. About 900,000 tweets
were extracted from Twitter Application programming
interface (API) and analysed using Naïve Bayes and
logistic regression models. The model accuracy that
appeared in short tweets is 91% and 74%, respectively.
However, the main limitation of this study is all senti-
ments depend on the single word “fear” of only USA
citizens and they are short tweets [7].

3.1.2. Experimental Result 2

VADER sentiment model is an automatic labelling
technique in which we formulated the sentiment score
by classifying the tweets as positive, negative and neu-
tral. The main difference we observe here is, it gives

fewer (around 5000 fewer) neutral tweets and classi-
fies them as positive and negative. We can see that it
almost matches our trained labelled models accuracy
by showing us the results as follows (Figure 15):

Figure 15. VADER results

3.2. Discussion

This study can be used to analyze the changing sen-
timents of people from all over the world and check
whether there are major shifts in them over the period
of time along with the increased supply of vaccinations.
It is expected that as the spread of this pandemic will
increase for unvaccinated people, the sentiments in the
tweets to positive almost entirely as things get back
to normal.

A similar analysis was conducted using TextBlob
as we did in Experiment 2 but we used VADER. But
according to the TextBlob documentation, TextBlob
takes advantage of Naïve Bayes (NB) model for clas-
sification. NB classifier has been trained on NLTK
(Natural Language Tool Kit) to detect the valence of
aggregated tweets [10]. As we saw Naïve Bayes gives
the least accuracy so Textblob is not accurate for la-
belling sentiments. Classical ML methods provided an
accuracy of high 70%, whereas the deep learning model
that uses BERT provided an impressive accuracy rate
of 84.2%.

4. Conclusions

The results of the study conclude that majority of the
people throughout the world took a positive and hope-
ful approach. However, countries such as India and
United States of America have shown signs of bigger-
scale tweeting due to the third wave as compared to
remaining countries.

We used two techniques for our dataset to get the
labels, but as we show, there is always some margin of
error in text classification. We also show that BERT
requires high computational power, GPU and a large
time to train on a model. The prediction of any social
media text is nearly impossible to give a perfect accu-
racy score. Through this, we can learn the main issue
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to help the healthcare providers to identify some kind
of mental illness before it’s too late.
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