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Abstract Resumen
Tables are widely adopted to organize and publish
data. For example, the Web has an enormous number
of tables, published in HTML, embedded in PDF
documents, or that can be simply downloaded from
Web pages. However, tables are not always easy to
interpret due to the variety of features and formats
used. Indeed, a large number of methods and tools
have been developed to interpreted tables. This work
presents the implementation of an algorithm, based
on Conditional Random Fields (CRFs), to classify
the rows of a table as header rows, data rows or meta-
data rows. The implementation is complemented by
two algorithms for table recognition in a spreadsheet
document, respectively based on rules and on region
detection. Finally, the work describes the results and
the benefits obtained by applying the implemented al-
gorithm to HTML tables, obtained from the Web, and
to spreadsheet tables, downloaded from the Brazilian
National Petroleum Agency.

Las tablas son una manera muy común de organizar
y publicar datos. Por ejemplo, en el Internet se halla
un enorme número de tablas publicadas en HTML
integradas en documentos PDF, o que pueden ser sim-
plemente descargadas de páginas web. Sin embargo,
las tablas no siempre son fáciles de interpretar pues
poseen una gran variedad de características y son
organizadas en diferentes formatos. De hecho, se han
desarrollado muchos métodos y herramientas para
la interpretación de tablas. Este trabajo presenta la
implementación de un algoritmo, basado en campos
aleatorios condicionales (CRF, Conditional Random
Fields), para clasificar las filas de una tabla como
fila de encabezado, fila de datos y fila metadatos. La
implementación se complementa con dos algoritmos
para reconocer tablas en hojas de cálculo, específi-
camente, basados en reglas y detección de regiones.
Finalmente, el trabajo describe los resultados y bene-
ficios obtenidos por la aplicación del algoritmo para
tablas HTML, obtenidas desde la web y las tablas en
forma de hojas de cálculo, descargadas desde el sitio
de la Agencia Nacional de Petróleo de Brasil.

Keywords: Tabular Data, HTML Tables, Spread-
sheets, Conditional Random Fields, Machine Learn-
ing, Algorithm.
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1. Introduction

The volume of data available on the Web has grown
in a dizzying way, which makes the Web a vast repos-
itory of data that describe our environment and our
interactions. The wealth and strength of these allow
the development of today’s economy and society.

The data found on the Web are related to product
information, articles imparting encyclopedic knowl-
edge, presentations of state-of-the-art scientific results
or reports on current financial data. A great part of
those data can be found in tables, which require a par-
ticular analysis since they may be expressed in HTML,
embedded in PDF documents or made available as
downloadable spreadsheets, among other formats. Usu-
ally, they are organized merely and compactly as rows
and columns, but they can be much more complex,
with metadata and additional information.

Tables proved to be valuable sources, but their use
can be very diversified, ranging from Web search to
data discovery in spreadsheets and knowledge base
augmentation [1]. In the literature, one finds research
about methods and tools for tabular data extraction
from spreadsheets, HTML table, tables embedded in
PDF documents, etc. The vast majority of these meth-
ods and tools follows strategies based on heuristic rules
and machine learning algorithms. The strategy for tab-
ular data extraction and for table row classification
also depends on the document format. Exploring a
large set of tables has been a challenge because, in ge-
neral, table semantics is not known. In [2], a corpus of
over 100 million tables is presented, but the meaning of
each table is rarely explicit in the table itself. Another
challenge is the structure of the table. For example,
the tasks described in [3–6] focus on recovering table
semantics and linking table data with external sources
for tables classified as genuine, with considerable data
loss. These works do not consider fundamental aspects,
such as the orientation of the table, and discarded
those tables that are classified as non-genuine.

Another aspect to consider is based in the kind
of document, for example, Correa and Zander [7] an-
alyzed a group of methods and tools focused on ex-
tracting tabular content from PDF based on two main
characteristics: ease of use and output results and
the categorization of the tools based on theoretical
proposals, free of cost and commercial. In [8] were
developed several heuristics, which together recognize
and decompose tables in PDF files and store the ex-
tracted data in a structured data format (XML) for
ease of use, these heuristics are divided into two groups:
table recognition and table decomposition. Other tech-
niques were presented in [9] for data tabular extrac-
tion from PDF documents with the goal of identified
table boundary where the authors describe a method-
ology that applies two machine learning algorithms,
CRFs and Support Vector Machine (SVM). Also, have

been reviewed works based in the table boundaries
identification process and designed for the semantic
matching and annotation of numeric and time-varying
attributes in Web tables as the presented in [10–12]
which annotate Web tables effectively and efficiently
and identify the boundaries between attributes name
rows (or columns) and its corresponding value data
rows (or columns) in the table.

Furthermore, we can do special mention to the
works related to the recognition of HTML Table Struc-
ture and table header detection and classification de-
scribed in [13, 14] suggesting some techniques based
on heuristics rules and used a learning classification
algorithm for delineating kinds of tables existing into
a document and detecting the structure and header
types.

Finally, we make emphasis on the approach pro-
posed in [15] that was based on machine learning
techniques that cover two fundamental tasks of the
table extraction process: localization of the table and
identification of the row positions and types. This work
is focused on the implementation of two algorithms to
table recognition in Spreadsheets as well as other algo-
rithm based on Conditional Random Fields (CRFs),
to classify the kinds of rows into tables. The datasets
were created with HTML tables downloaded from the
Web and spreadsheet tables were downloaded from the
Web site of the National Oil Agency of Brazil (ANP).

1.1. Background

Tables are frequently found in printed documents, such
as books or newspapers, as well as digital documents,
such as Web pages or presentation slides. But they also
represent an essential concept in relational databases
and spreadsheets. They may be distinguished accord-
ing to their structure and orientation. A relational or
horizontal [8], as illustrated in Table 1, has rows, which
provide data about specific objects, called entities, and
columns, which represent attributes that describe the
entities.

Table 1. Example of a relational table

ID Name Age Country Job
1 Bob Smith 35 USA Programmer
2 Jane Smith 31 USA Teacher
3 Robert White 24 UK Engineer

More complex types of tables exist, such as those
where the attributes that describe the entities are laid
vertically and the entities in a horizontal way or other
kinds of structures as show Table 2 and Table 3.
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Table 2. Example of a non-relational table

Obj 1 Obj 2 Obj 3
Name V1 V1 V1
Age V2 V2 V2

Height V3 V3 V3

Table 3. Example of a non-relational table with additional
information

Patent Applications by Residents
Data source: worldbanc.org

(show countries top in each continent)
Country Residents Applications
North America
Unites States 307,700,000 224,912

Canada 33,739,900 5,067
Asia

Japan 127,557,958 295,315
China 1,331,380,000 229,096

De manera más precisa, una tabla se define como:

Definition 1. A table is a pair T = (H,D) consisting
of an optional header H and data D, where:

• The header H = {h1, h2, . . . , hn} is an n-tuple of
header elements hi; if the set of header elements
exists, it might be represented either as a row or
as a column.

• The data nodes are organized as an (n,m) matrix
consisting of n rows and m columns:

D =

C11 ∴ · · · C1m
...

. . .
...

Cn1 · · · Cnm


The table row classification process consists of iden-

tifying each of the elements of a table. The general
idea is based on locating the header and data in the
table. It is also relevant to identify the layout elements
and metadata in a table. Figure 1 shows the table
row classification process denoting in different colors
some of the elements present in the table: red indicates
the elements that represent the titles; yellow the row
header; blue the data rows; and green the additional
metadata.

Figure 1. Tabular extraction process

The rest of the paper is organized as follows. Sec-
tion 2 covers details of the implementations of the
algorithms for table recognition and for table row clas-
sification. Finally, Section 3 describes experiments and
results.

2. Materials and Methods

2.1. Algorithms for Table Recognition and for
Table Row Classification

This section describes implementations of algorithms
to recognize tables in spreadsheets and an algorithm,
based on Conditional Random Fields, to classify table
rows.

2.1.1. A Rule-based Algorithm to Detect Ta-
bles in Spreadsheets

Several Rule-based algorithms detect tables in spread-
sheets making use of cell attributes, such as border,
format, and data type. Where each cell attribute in
the spreadsheet has a specific value associated with
that cell. In turn, the cell border has the attributes
direction, style, and color. The border may surround
the cell in 4 different directions: top, bottom, left, and
right.

A cell format is the visual formatting applied to
the data of the cell, such as, number format, font style
name, font name, font size, font bold, font italic, and
font color. The detection of multiple tables in the same
spreadsheet is performed by finding a separator be-
tween two tables (usually a set of empty rows), as
explained in what follows [16].

Given a table T, with rn rows and cn columns, the
following layout features are computed:

• Average number of columns, computed as the
average number of cells per row.

c = 1
rn

rn∑
i=1

ci (1)

where ci is the number of cells in row i, i = 1, . . . rn.

• Average number of rows, computed as the aver-
age number of cells per columns.
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r = 1
cn

cn∑
i=1

ri (2)

where ri is the number of cells in column i, i =
1, . . . , cn.

Figure 2 shows the algorithm that identifies the
number of tables into a document and captures the
range of the rows that represent the tables.

Figure 2. Table Detection and Recognition Algorithm

Region Detection

Region Detection is computed through a graphp-based
algorithm that detects tables in spreadsheets, called
Remove and Conquer [17], it uses a comprehensive set
of rules and heuristics based on a graph representation
of a spreadsheet. The spreadsheet files contain one
or more sheets and where each sheet is comprised of
a collection of cells organized in rows and columns
are defined as some useful definitions that help in the
region detection process.
Definition 2. Let W denote the set containing all the
cells of a worksheet.

Region detection consists in scanning the spread-
sheet from the first cell in the left top corner until the
last non-empty cell in the right bottom corner to check
cells with similar formatting and to detect separators,

such as empty rows, different cells formatting or differ-
ent kinds of borders, such as different cell value type.
A region is defined as follows. More precisely, a region
is defined as follows.
Definition 3. A region is a maximal collection R ⊆W
of cells from a rectagular area of the worksheet.

It also is inferred the layout role of non-empty cells
in the worksheet where each non-empty cell is assigned
one of the following roles: Header(H), Data(D), Ti-
tle(T), Metadata or non-relational (N). This cell role
is defined as following.
Definition 4. Let label: W → Labels, where Labels
= {Header, Data, Title, Metadata}, be a function that
maps cells to their assigned layout role. For empty
cells label is undefined. We identify them using empty:
W → {0, 1}. It returns 1 for empty cells, otherwise 0.

Sea la label: Etiquetas, donde Etiquetas = {En-
cabezado, Datos, Título, Metadatos}, una función que
relaciona a las celdas su rol de diseño asignado. Para
celdas vacías, la etiqueta no está definida; estas celdas
se identifican utilizando empty: , que retorna 1 para
celdas vacías y 0 en otro caso.

The cells of a spreadsheet are grouped together so
that adjacent cells have the same layout role (label) or
form larger structures. These groups are called label
regions, as shown in [17], as shown in Figure 3

Figure 3. Creation label Regions Process

Formally, a label region is defined as follows:
Definition 5. A label region is a region LR of a
spreadsheet such that, for any two cells c and c′

in LR, label(c) = label(c′) and empty(c) 6= 1 and
empty(c′) 6= 1.

Figure 4(a) shows tables in a spreadsheet and Fig-
ure 4(b) indicates the regions corresponding to the
table structures. The label region detection process
clusters cells based on their label. It is iterated over
each row to create sequences of cells having the same la-
bel. These form the base LRs. Subsequently, it merges
LRs from consecutive rows, if their labels, minimum
column, and maximum column match.

Table Representation through Graphs

Regions allow constructing graphs that captures the
spatial interrelations of label regions. Figure 4 shows
the representation of tables as a graph.



54 INGENIUS N.◦ 25, january-june of 2021

Figure 4. Table Representation through Graphs

The graph construction process consists of identi-
fying spatial relations, such as top, bottom, left, and
right, based on locating the nearest neighboring re-
gions for each direction and identifying all vertices
whose maximum row is less than the minimum row of
another vertex. For each direction, a distance function
is defined where all the nearest vertices are identified:

NDv = {n ∈ Dv ∨ ddist(v, n) = mind
u∈DV

dist(u, v)} (3)

where Dv is the direction for the vertex v; directed
edges (v, n) are created for every n ∈ NDv.

2.1.2. The Remove and Conquer Algorithm

Remove and Conquer (RAC) is a rule-based algorithm
whose objective is to separate the edges that are farther
to the left and to the right direction of the graph that
was created from each worksheet in a spreadsheet as
shows Figure 5. The algorithm processes the strongly
connected components of the graph to pair all groups
formed and to detect valid tables.

The vertices are sorted in descending order of their
maximum row, followed by the ascending order of their
minimum row, thus the tables are searched in order
inverse, from the bottom to top. Each header h is indi-
vidually processed to identify vertices with minimum
row greater or equal to h.

The algorithm that verifies the valid header is
shown in Figure 6. All valid headers are stored in
Q that represent the vertices set, including h; these
vertices set is called potential tables.

Figure 5. Remove and Conquer Algorithm

Figure 6. Header Validity Check

The algorithm ensures that other vertices con-
nected to h are not left isolated. Those vertices paired
with a valid header are subtracted from the vertices
set and then ordered to create set S’. The valid headers
are appended to the set of valid headers, called LQ.
The vertices that represent potential tables, called Q,
are not appended directly to the tables set P because
the algorithm needs to check that h is not connected
to other vertices. The tables that cannot be formed
are stored in U. Then, in the last step the algorithm,
it attempts to pair the tables in U with the nearest
table on their left or right.
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2.1.3. A Machine Learning Algorithm for Ta-
ble Row Classification

One important contribution in this work is the identi-
fying and classification of the kinds of rows that com-
pose a table through the implementation of a machine
learning algorithm, this case, Conditional Random
Fields(CRFs) which is based on features set, values of
the cells, as well the classes that represent the table
structure.

CRFs are undirected graph models, introduced by
Lafferty et al [18], that can act as classifiers for se-
quence labeling tasks. They are frequently used for
natural language processing, such as part-of-speech
tagging. The CRF algorithm defines X as a random
variable over data sequences to be labeled, and Y
as a random variable over the corresponding label
sequences. Figure 7 shows a structure of a linear Con-
ditional Random Field.

Figure 7. Structure of a linear chain Conditional Random
Field

In our problem of classifying table rows, the input
sequence x corresponds to a series of rows of a given
table, while the label sequence y is the series of la-
bels assigned to the observed rows. Each row x in is
assigned exactly one label in y.

Formally, Conditional Random Fields are defined
as follows:
Definition 6. Let G = (V,E) be a graph and let
Y = (Yv)v∈V be a sequence of random variables in-
dexed by the vertices of G. A conditional random field
is a pair (X,Y ) such that, when conditioned on X, the
random variables Yv obey the Markov property with
respect to the graph.

P (Yv|X,Yw, w 6= υ = P (Yv ∨X,Yw ≈ υ) (4)

where w ≈ v means that w and v are neighbors in
G.

The probability P (X ∨ Y ) of a state sequence Y ,
given an observation sequence X, is:

P (X ∨ Y ) = 1
Z(x)exp(

∑
j

λjfj(Yi−1, Yi, X, i)+

+
∑
k

µkgk(Yi, X, i))
(5)

where fj(Yi−1, Yi, X, i) is a transition feature func-
tion of the observation sequence and of the labels at
positions i and i-1 in the label sequence; gk(Yi, X, i) is a
state feature function of the label at position i and the
observation sequence; and λj and µk are parameters
to be estimated from training data.

In the data table scenario, X represents the list of
rows in the table, and Y represents the corresponding
row classes. Each relational data table has a schema,
which, in the context of data tables, consists of at-
tribute names, values, and types, where attribute
names are column titles, attribute types are the types
of values in the column, and attribute values corre-
spond to data values in the column’s cells. Column
names are stored in a special row or rows, usually near
the head of the table, called header rows, while the
data is stored in rows referred to as data rows.

The data table may also contain descriptions of
data, which it refers to the metadata. In correspond-
ing to the criteria addressed above are identified each
type of row according to the properties of each cell
in a data table. Then, we focused our problem in as-
sign one label each row where each row consists of
constituent cells, which can exhibit different sets of
attributes. The feature selection process involves the
extraction of a collection of attributes for individual
cells and combining attributes from all cells in the row,
in order to construct a set of row features. Consider
the ideas addressed above and an example of a simple
table with header and data as showed in Figure 8.

Figure 8. Example of a labelled table

The X represents a vector with the rows of the
table and Y represents another vector with the tags of
each row x of the table.

2.1.4. Row Classes

According to the structure of tables and the Definition
6 was defined the kinds of classes as shown 4.



56 INGENIUS N.◦ 25, january-june of 2021

Table 4. Row classes

Label Description
H Represents the header row in the table
D Data rows contains data records
N Non-relational metadata

2.1.5. Feature Set

In any machine learning algorithm, a feature is an
individual measurable property or characteristic of a
phenomenon being observed [19]. So, each feature was
partitioned into three categories considering aspects
related to the layout, styles, and values which we call
layout attributes.

Layout attributes are the cells that are com-
monly found in header rows, which usually contain
merged table cells with centered text.

Style attributes are various properties derived
from stylesheets, such as font type, font color, font
weight or underlined text.

Value attributes are those that represent cells
where the stored information is exclusively linked to
the data rows. Header rows often contain relatively
short textual values, rather than numbers or dates.

Let see an example like the CRF algorithm works
in our table classification problem given the transi-
tion feature fj(Yi−1, Yi, X, i) and features function
gk(Yi, X, i):

x is a row into the data table.

j is a position-row in the table (each feature
is associated with a position); more than one
feature associated with the same position.

yj−1, yj are the tags (classes) assigned to rows j
and j − 1 de x

Then, the feature function and the state function
are as follows:

f1(Yi−1, Yi, X, i) =
{

1ifxj ∈ headeryj = H
0, otherwise (6)

f2(Yi−1, Yi, X, i) =
{

1ifxj ∈ datayj = D
0, otherwise (7)

g1(Yi, X, i) ={
1if(xjisacell ∈ x) ∧ (xj ∈ rowfeatures) ∧ yj

0, otherwise
(8)

g2(Yi, X, i) ={
1if(xjisacell ∈ x) ∧ (xj ∈ rowfeatures) ∧ yj = D

0, otherwise
(9)

The full list of individual cell attributes is given
in Table 5. The features are divided according to the
kind of attributes that they represent.

Table 5. Atributos de celdas

Layout Style Value Spatial
IsMerged IsBold IsEmpty RowNumber
Aligment IsItalic IsText ColNumber

IsUnderlined IsNumber NumNeighbor
IsColored IsDate MatchStyle

Font IsAlpNum MatchType
Format IsCapital
Border TotalWord

2.1.6. Similarity between rows

Another characteristic that was taken into account to
generalize the training data was the row similarity [20]
where a unique feature is assigned to each unique com-
bination (c, r) where c is the number of cells exhibiting
an attribute and r is the number of cells in the row.
Then, two rows Rx and Ry are considered similar with
respect to a certain cell attribute α if the logarithm
of their widths are equal and the logarithm of the
number of cells exhibiting or lacking attribute α. This
approach is known as feature binnig and can be defined
as follow.

Formally, for a row Ri of length r in which c cells
exhibit a specific cell attribute α, is assigned feature
Rα = (a, b) to Rj(a, b) , where a and b are the bin and
computed as follows.

a =


0, ifc = 0

blog2(c) + 1c , if0 < c ≤ r/2
blog2(r − c) + 1c− , if r/2 < c < r

0− ifc = r

(10)

b = blog2(r)c (11)

The aim of the bins is given by:

1. Differentiate Between Table Widths.

2. Aggregate Wide Tables.

3. Highlight Uniform Rows.

3. Results and discussion

This section presents the experiments performed to
test the accuracy of the implementation of the table
row classifier as well as the experiments with table
recognition in spreadsheet documents.
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3.1. Preprocessing

The preprocessing task focuses on two table scenarios,
HTML tables and spreadsheets tables, with the goal
of removing irrelevant content or content that will not
provide information for our table row classifier. Other
aspects that were considered were the structure of the
tables and the information present in both kinds of
tables. This work does not cover in details whole the
preprocessing of tables so we only emphasize those
elements that we consider most important. In the case
of the spreadsheet tables we highlight that the dataset
had a predefined annotation, but with many errors
related to the identification of ranges of data rows and
head rows.

3.2. Main Characteristics of the Datasets used
for Testing

Table 6 shows the statistics of the annotation process
in both datasets. Each row of each table was anno-
tated with the label corresponding to its class: "H" for
header, "D" for data, etc.

Table 6. Annotated tables

HTML Spreadsheet
Annotated tables 105 252
Annotated rows 13,025 227,638
Header rows 105(<1 %) 252(<1 %)
Data rows 12,920(99 %) 227,254(98 %)

Other row classes 0(0 %) 132(<1 %)

The above table indicates that a critical aspect
of both HTML and spreadsheets tables is that the
percentage of header rows is very low, due to the fact
that the tables obtained were simple tables with simple
schemes (tables with a single header row followed by
one or more data rows).

3.3. Table Classification Experiments

This section presents the experiments to evaluate the
table classification solution proposed. In a first stage,
the algorithm was trained with 80% of the data and
tested with 20% of the data, randomly selected. The
algorithm used L-BFGS as the optimization method
and regularizations parameters L1 and L2 set to 0.1
and 0.01. The experiments with HTML and spread-
sheet tables were performed separately to expose the
differences between the two table formats. The perfor-
mance metrics adopted were precision, recall, f1-score,
support.

3.3.1. Results

Shows the results obtained. We observe that the pre-
cision value for spreadsheet tables was higher than

that for HTML tables due to two main factors: (1)
the features of the spreadsheet tables have a better
definition; (2) we guarantee a correct definition for
data rows. The recall was similar for both kinds of
tables, as well as the F1-score. An important point in
this analysis relates to the number of rows classified as
non-relational in the spreadsheet dataset, due to the
fact that we annotated spreadsheets tables manually,
as opposed to the HTML tables, where some rows
could have been identified as data rows or header rows,
being in fact non- relational rows (Table 7).

Table 7. Results for HTML and Spreadsheets tables

Row class Precision Recall F1-Score Support
HTML

D 0.966 0.982 0.970 2,496
H 0.955 0.992 0.970 17
N 0.980 0.980 0.970 92

Spreadsheets
D 0.997 0.985 0.994 39,08
H 0.969 0.993 0.983 49
N 0.985 0.965 0.974 5

Note: row labels are as in Table 4:
D: Data rows
H: Header rows
N: Non-relational metadata (a note, clarification,

etc.)

3.3.2. Cross Validation

Validation is the process of deciding whether the numer-
ical results quantifying hypothesize between variables
are acceptable as descriptions of the data this is a
helpful process when there is not enough data to train
a model and there is a large imbalance in the number
of objects in each class. Then, was applied a k-fold
strategy known as stratified k-fold, which is a slight
variation in the k-fold cross-validation technique, such
that fold contains approximately the same percentage
of samples of each target class as the complete set.

Table 8 shows the results obtained for both datasets.
We observe that for case of HTML tables the best
results were achieved for k=2 and k=3 and that the
average accuracy was 0.958 and for spreadsheets tables
each k=1...,5 is similar and that the average accuracy
was 0.997.

Table 8. Accuracy of cross-validate method for HTML
and spreadsheets tables

HTML
Stage K = 1 K = 2 K = 3 K = 4 K = 5
Test 0,92 0,98 0,98 0,94 0,97

spreadsheets
Stage K = 1 K = 2 K = 3 K = 4 K = 5
Test 0,997 0,998 0,996 0,998 0,996
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3.3.3. Confusion matrix

As in any classification problem, there are aspects
that may be improved. In our experiments, we have
to examine the rows in each class that were confused
with rows in another class. We then used a confusion
matrix, as shown Figure 9 and Figure 10. Each cell of
the matrix shows the percentage of all classified rows
that were actually of the class with the label shown in
the first column, but which the classifier assigned the
row label shown in the first row. The shaded cells with
blue color stronger in the diagonal show correct row
classifications, while the remainders show incorrect
classification.

Ideally, our classifier would result in zeroes for the
values off the diagonal. However, our model indeed
misclassified rows. In the case of spreadsheets tables,
we observed that, for both data rows and header rows,
erroneous results were obtained with respect to the non-
relational rows, that is, a considerable number of data
rows and header rows were identified as non-relational
rows. In the HTML tables, the erroneous results for
non-relational rows was larger than for spreadsheet
tables, being 7.9% and 6.6% for data rows and header
rows, respectively.

Figure 9. Confusion matrix for spreadsheets tables

Figure 10. Confusion matrix for HTML tables

This deserves some explanation: (1) the difference
between the average number of rows of the HTML
tables and the average number of rows of spreadsheets
tables; (2) in our classification process, a given row
is classified as "non-relational metadata" when the
row cannot be identified as data or header; (3) the
spreadsheets tables have a better definition in term
of features, for example, tables depend on properties
encapsulated into CSS files.

3.4. Rule-based Table Detection Algorithm

The rule-based detection algorithm was applied to
worksheets in a sample set that contained tables with
different layouts and embedded charts. Table 9 sum-
marizes the results obtained, which analyzed a total
of 1,000 spreadsheet documents, detected 1,481 tables
and misclassified 141.

Table 9. Results for the detection rule-based algorithm

Spreadsheet document 1000
Tables 1481

Tables misclassified 141
Single Table 700
Multi Table 158

The algorithm failed for multi-tables with internal
separators that are less than the thresholds defined.
In that case, the algorithm would consider the two ta-
bles as a single table. Also, would not recognize tables
correctly when the table cells do not have attributes
or separators (e.g, a table with no borders, not font
formatting, no background colors, and no empty rows
that separate headers and table title) and did not dis-
cover tables where the number of empty cells to the
right and left is extremely large.
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3.4.1. Experiments with the Remove and Con-
quer Table Detection Algorithm

The Remove and Conquer algorithm were applied to
the same dataset. This algorithm detected tables that
could not be recognized by the rule-based algorithm
and maximized the match between a proposed table P
and a true table T, which is equivalent to maximizing
the number of cells that they have in common and
minimizing the number of cells by which they differ.
Table 10 shows the results if we compare with Algo-
rithm 1, we can observe that the number of tables
misclassified decreased and the number of multi-tables
detected increased.

Table 10. Table recognized through of RAC

Spreadsheet document 1000
Tables 1481

Tables misclassified 141
Single Table 650
Multi Table 230

3.5. Results of the algorithms and environ-
ment description

Before entering details about the execution times of
the algorithms let’s explain the characteristics main
of the environment: Portable Computer (PC) Lenovo
80YH model with 8 Gigabytes of Random Memory.
Processor Intel(R) Core i7-7500 with 2.70 GHz. Board
Graphic Intel(R) 620 with 128 of Memory. Operating
System Windows 10 Home of 64 Bits. Table ?? shows
the execution times each of the Algorithms.

Table 11. Execution Time to the Tables Recognition Al-
gorithms

Algorithm Execution CPU (%) Memory(%)time (s)
Remove and 114,28 4,3 1,3Conquer
Rule-based 69,19 3,7 1
Conditional 376,57 11,5 2,5Random Field

4. Conclusions

In this work we have described the implementation of
three algorithms to classify rows of a table and rec-
ognize tables in spreadsheet documents respectively.
We performed experiments to test the performance of
the table row classifier using HTML and Spreadsheet
tables. The experiments show that the classifier ob-
tained excellent results for both kinds of tables. Also

was applied a k-fold cross-validation where were ob-
tained results similar to the other experiments reported
in [20].

To summarize, the contributions of this work were:

• A table row classifier, applicable to both HTML
and spreadsheet tables.

• Experiments to validate the classifier.

• Two datasets containing annotated HTML and
Spreadsheets tables to train and validate table
row classifiers.

• The implementation of two algorithms for table
recognition in spreadsheet documents.

As future work, we propose to increment the num-
ber of instances and classes in our datasets and add
more complex features. We expect that CRF can also
be applied to other non-tabular classification tasks
involving content of various formatting and layouts. In
general, CRF may help constructing generic informa-
tion extraction systems.
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