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Abstract Resumen
The objective of this work was to develop a monitoring
network of temperature, humidity and air quality in
a data center to automate the on and off switching of
the cooling, ventilation and air filtering system using
IoT (Internet of Things). A network with long-range
wireless technology was implemented, consisting of
five slave nodes, a master node and a user interface.
The slave nodes periodically transmit the value of the
three environment variables to the master node. The
master node sends the information received from the
slaves to a cloud server, so that it can be accessed
from a user interface. When the value of any of the
variables reaches the configured threshold, the cooling,
ventilation and/or filtering system is activated as
required. The tests showed that an accuracy of less
than ±1.0 °C was obtained in the measurement of
temperature, less than ±2 % in the measurement of
humidity, less than ±8 µg/m3 in the measurement
of air quality and a range of 11.5 kilometers with
line of sight was achieved in data transmission over
the network. Based on these results, the network can
be implemented to monitor sensors and processes in
other facilities with this scope.

El objetivo de este trabajo fue desarrollar una red de
monitorización de temperatura, humedad y calidad
del aire en un centro de datos para la automatización
del encendido y apagado del sistema de enfriamiento,
ventilación y filtrado de aire usando Internet de las
cosas (IoT-Internet of Things). Se puso en marcha
una red con tecnología inalámbrica de largo alcance
compuesta por cinco nodos esclavo, un nodo maestro
y una interfaz de usuario. Los nodos esclavo trans-
miten periódicamente al nodo maestro el valor de las
tres variables de ambiente. El nodo maestro envía
la información recibida de los esclavos a un servi-
dor en la nube para poder ser accedida desde una
interfaz de usuario. Cuando el valor de alguna de las
variables alcanza el umbral configurado se enciende
el sistema de enfriamiento, ventilación y/o filtrado
de aire, según sea el caso. Las pruebas mostraron
que se logró una precisión menor a ±1.0 °C en la
medida de temperatura, menor a ±2 % en la medida
de humedad, menor a ±8 µg/m3 en la medida de
la calidad del aire y un alcance de 11.5 kilómetros
con línea de vista en la transmisión de datos en la
red. Según estos resultados, la red puede ponerse en
funcionamiento para la monitorización de sensores y
procesos en otras instalaciones con este alcance.

Keywords: Automation, data center, IoT, monitor-
ing, temperature, wireless.
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1. Introduction

Cooling, ventilation and air filtering are the three
critical systems in the operation of a data center or
data processing center (DPC). A room temperature
increase may cause that the equipment housed in the
DPC either stop operating, automatically shut down
or even get damaged. The productivity of companies
and institutions depends on the access and availability
of the computer and telecommunication equipment
for clients and users [1], which should be guaranteed
by the operation of the DPC. In other words, if the
applications are not in operation, the clients and users
will not be able to do their work.

Nowadays, the monitoring of environment varia-
bles in most DPCs is carried out locally. A computer
installed in the control office of the DPC receives the
information from the sensors, commonly using an Eth-
ernet segment or 2-Wire technology, and shows it in a
user interface [2, 3]. This exhibits the following draw-
backs: 1) Not all the surface of the DPC is covered
because the sensors are installed at specific places; due
to the limitation in the reach of the communication
technology being used, it is not possible to access some
points from the control office. 2) If for any reason or
contingency any variable achieves the threshold value
and remains in it for a long time, the only way through
which the DPC administrator may know about it is
visualizing it in the user interface. There is no mecha-
nism that enables the administrator to react promptly
to this eventuality when he or she is not in the control
office. 3) In order to carry out the monitoring, as de-
manded by the audits nowadays, important changes
in the user interface must be carried out to enable
invoking it from the Internet [4].

This work was carried out on request of a data
center. It was required to put into operation a wireless
network for sensor monitoring. The network must con-
sist of five slave nodes, strategically installed in the
DPC, in charge of periodically measuring the values
of temperature, humidity and concentration of PM2.5
particles, and transmitting them to a master node.

The functions of the master node must be: A)
Send to a server in the cloud, the information received
from the slave nodes. B) Implement the user interface
through a web server whose page enables to online
visualize the values of the three environment variables.
C) If any variable reaches the configured threshold
value, activate the cooling, ventilation of air filtering
system, as required. D) If the value of a variable is
equal to or greater than the threshold during an es-
tablished time, a WhatsApp alert message must be
sent to a mobile phone. E) The control system must
be ON/OFF.

The implementation of the network should not re-
quire additional wiring nor modifying the one existing
in the DPC. The distance from the farthest slave node

to the master node is 300 meters.
The periodic monitoring of the variables from the

Internet is because it is thus required by the companies
and institutions that audit and certify the security and
maintenance systems of the data centers [5, 6].

With the latest technological advances, a variety
of radiofrequency communication technologies of great
geographic coverage, low cost and low energy consump-
tion have arisen; some of them were candidates to be
used in the development of this work [7]. Some of these
technologies are WiFi, Bluetooth Low Energy (BLE),
ZigBee and LoRa (Long Range) [8].

The main features of the four previously mentioned
wireless technologies are presented in the following.

The WiFi technology uses low cost transceivers,
has a reach between 15 and 25 meters with line of sight,
provides a large bandwidth and consumes a relatively
high amount of electric power [9].

The BLE technology has a nominal reach of 100 me-
ters with line of sight, provides a medium bandwidth
and has low energy consumption [10,11].

Regarding the ZigBee transceivers, these are low
cost devices, with a range of 100 meters, low energy
consumption and low bandwidth [12].

On the other hand, the LoRa technology uses low
cost transceivers, provides a range of various kilome-
ters with line of sight, has small bandwidth and low
energy consumption [13].

Considering the previously mentioned features, it
was decided to use the LoRa technology and develop a
Low Power Wide Area Network (LPWAN) [14]. Lora
is an open protocol developed by the LoRa Alliance
that enables creating LPWAN networks for the Inter-
net of Things (IoT) market [15]. The LoRa protocol
defines the physical layer of the OSI model or wireless
modulation to carry out the long distance communica-
tion, using low power radio transceivers that transmit
small amounts of information at low speed, achieving
a longer life time of the batteries [16].

In addition to the technological advances in wire-
less communications, the advent of sensors, actuators,
microcontrollers and Internet service providers, has
strongly boosted the development of IoT applications.
The growth of the data centers has been promoted by
trends such as IoT, Big Data, e-commerce and cloud
use [17].

The monitoring network developed in this work
consists of an LPWAN constituted by six nodes, five
slaves and one master. The nodes were implemented
using the Huzzah32-ESP32 card, which was chosen be-
cause it can be programmed using free and open source
libraries of functions available in the cloud, which sim-
plified the programming development since a complex
low level language was not used.

Recent research works about the use of the LoRa
technology, where a long range is required, have re-
sulted in important advancements in different ambits
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of human life and process monitoring. For example,
this technology has been applied in cities [18], smart
homes [19] and buildings [20], farms and agricultural
fields [21], healthcare [22] and hospitals, industrial
processes [23], electric power consumption [24] and wa-
ter [25], control of heating systems [26], security [27],
fluids [28] and positioning [29], among others.

In parallel, a large number of sensor networks has
been created during recent years for remote moni-
toring of environment parameters, mainly tempera-
ture, using IoT. Some of them have been applied in
meteorology [30], smart buildings [31,32], health sys-
tems [33], agriculture [34], industrial plants, thermo-
electric plants [35] and steel production [36].

Similarly, an important number of applications has
been implemented with networks of wireless sensors in
data centers through IoT [37]. Most of them have con-
centrated in the monitoring and operation of cooling
systems to achieve an efficient or reduced consumption
of electric power [38] and water [39].

On the basis of the above, the benefits and contri-
butions of the authors with the application developed
are the following: 1) The monitoring of the variables
is carried out remotely using recently developed IoT
platforms in the cloud, which provide efficient, reliable
and always available services for storing information
and sending alert messages to a mobile phone. In most
data centers this task is carried out locally, and they
are migrating the monitoring to a solution similar to
the one developed in this work. 2) It enables taking
prompt actions before the occurrence of a contingency
in the data center. 3) It fulfills a real need of the data
center. 4) The network installation is non-intrusive,
since it uses wireless communication and does not mod-
ify the wiring of the data center. 5) Its programming
is based on free and open source libraries of functions,
which reduces its installation time and complexity.

The following sections of this document describe
the design, implementation and structure of the moni-
toring network, explain the tests carried out, as well
as their purpose and the results achieved and, at last,
present the conclusions obtained and the main recom-
mendations.

2. Materiales y métodos

2.1. Materials and methods

The monitoring network is constituted by three ele-
ments: the slave nodes, the master node and the user
interface. Figure 1 shows the functional diagram of the
monitoring network.

Figure 1. Functional diagram of the monitoring network.

2.2. The slave nodes

The five slave nodes were implemented using the ar-
chitecture shown in Figure 2.

Figure 2. Architecture of the slave nodes.

The components used in each of these nodes were
the Huzzah32-ESP32 card, the temperature and hu-
midity sensor, the air quality sensor and the LoRa
transceiver. The LoRa technology uses the functionali-
ties of the physical layer, layer 1 of the OSI model, since
it determines the type of modulation, the bandwidth
and the frequency of the signal used in the network.

The used Huzzah32-ESP32 card has the resources
required for the design of the slave nodes, thus reducing
their size and cost. The main resources of the card are
a Tensilica LX6 Microcontroller with two cores at 240
MHz, 4 MB of flash memory, 520 KB of RAM memory,
WiFi 802.11b/g/n interfaces, classic and LE Bluetooth
with integrated antenna, 3 UART ports, 3 SPI ports,
2 I2C ports, 25 general purpose input/output (GPIO)
and a lithium-ion battery charger.

The temperature and humidity sensor used in the
slave nodes was the BME680 device. This digital device
integrates four sensors, namely temperature, relative
humidity, barometric pressure and gas, in a 3.0 × 3.0
mm2 compact metallic packaging. It uses a supply
voltage of 3.3 or 5 V, because the card on which it
is mounted has a voltage regulator. It is used in au-
tomation applications in homes, offices, industries, IoT,
weather forecast, air quality measurement and indoor
navigation, among others. It has I2C and SPI digital
interfaces. The operating ranges are from –40 to +85
°C and from 0 to 100 % of relative humidity (RH). It
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can measure temperature with a precision of ±1.0 °C
and humidity with an accuracy of ±3 %.

In the slave nodes, the communication between the
BME680 and the microcontroller of the Huzzah32 card
was carried out through the I2C ports. The BME680
works as slave using the 0 × 77 address of the I2C bus,
to provide the value of temperature with a resolution
of 20 bits, and the value of humidity with 16 bits. The
barometric pressure and gas sensors of the BME680
were disabled to achieve a current consumption of only
2.1 µA and measure only temperature and humidity.

The PMS5003 sensor was used to measure the air
quality in the slave nodes. This device measures the
number of particles suspended in the air, i.e., the con-
centration of particles resulting from the operation of
internal combustion engine vehicles, from fire gener-
ated by wood burning or from industrial processes. It
is capable of measuring particles in the environment
with diameters of 1, 2.5 and 10 microns, known as
PM1.0, PM2.5 y PM10, respectively. Its operation is
based on the dispersion of laser light which irradiates
the particles suspended in the air, to capture the dis-
persed laser light and measure the number of particles
by unit volume using a processor. The PMS5003 sen-
sor has a UART serial port to digitally transmit the
measurement of particles every second. It consumes
less than 100 mA in active state and less than 200 µA
in passive mode. It operates in the temperature range
from –10 to +60 ℃ and in the humidity range from
0 to 99 % of RH, making it a good candidate to be
used in the environment conditions of a data center. In
the slave nodes, this sensor was connected to a UART
port of the Huzzah32 card, which was configured to
operate at a speed of 9,600 bps and measure PM2.5
particles.

The RFM95 circuit is the LoRa transceiver used in
the slave nodes. This device has an SPI interface and
its main operating features are the following: supply
voltage of 3.3 V, output power from +5 to +20 dBm
up to 100 mW, current consumption of 100 mA during
transmission and 30 mA during active listening, reach
of 2 km with line of sight with tuned unidirectional
antennas or up to 20 km using directional antennas,
RF transmission speed from 0.018 to 37.5 Kbps and
transmission speed of the SPI of up to 300 Kbps. The
RFM95 transceiver may be configured to be controlled
from an external host through the SPI port. The host
implements the communication interface between both
devices using a master/slave protocol. In this work,
the external host is the controller of the Huzzah32
card, which performs as the master, and the RFM95
transceiver performs as the slave. The interface has
two types of messages: command packages and re-
sponse packages. The master always sends command
packages, while the slave always transmits response
packages. When the master sends a package it should
wait until the slave sends a response package, before

transmitting another command package. The RFM95
transceiver is a slave, and cannot initiate a transaction
with the master. The command packages consist of the
following fields: preamble (4 bytes), start of frame (1
byte), type of command (1 byte), number of message
(1 byte), length of the message (2 bytes), message (up
to 256 bytes) and checksum to verify the integrity of
the package (2 bytes). In the slave nodes, the SPI
port of the RFM95 transceiver was connected to the
SPI port of the Huzzah32 card. To achieve the reach
required by the network, the RFM95 transceiver of
the nodes uses an external antenna of gain type Omni
Lora of 915 MHz, with the following features: gain 8
dBi, female type N connector, impedance 50 ohms and
length 1.145 mm.

Regarding the programming of the Huzzah32 card
of the slave nodes, it was carried out using the Arduino
IDE development environment. The programming is
responsible for executing tasks such as configuring the
GPIO terminals and the I2C, UART and SPI ports,
and initializing the RFM95 transceiver. Afterwards it
should perform the reading, every 60 seconds, of the
temperature (T), relative humidity and concentration
of particles (PM2.5) to transmit it, through the LoRa
transceiver, to the master node.

Two open source libraries were utilized to carry out
the previous tasks: Adafruit_BME680.h to commu-
nicate the Huzzah32 card with the temperature and
humidity sensor; Serial.h software to communicate the
card with the air quality sensor, and RH_RF95.h and
SPI.h for transmitting the information to the master
node through the LoRa transceiver and the SPI port,
respectively.

2.3. The master node

In a way similar to the slave nodes, the master node
was developed using the Huzzah32-ESP32 card and
the LoRa RFM95 transceiver. In addition, the mas-
ter node integrates an electric interface between the
Huzzah32 card and the actuators of the air filtering,
ventilation and cooling equipment, as shown in the
block diagram of the node architecture in Figure 3.

Figure 3. Architecture of the master node.

The functions of the master node were defined pro-
gramming the Huzzah32 card so that it configures the
GPIO terminals and the SPI port, and initializes the
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RFM95 transceiver and the WiFi interface. Then, it
invokes the function that starts the web server, which
may be interrupted when receiving, through the SPI
port, the information transmitted by the slave nodes.

The routine for serving the interruption is respon-
sible for reading the information from the SPI port,
and transmitting it to the server in the cloud. If the
measured value of any of the environment parameters,
T, RH or PM2.5 reaches the configured threshold, it
activates the actuator of the corresponding equipment.
For the case of the temperature the cooling or air
conditioning (AC) equipment switches on; when the
humidity reaches a maximum the air filtering mech-
anism is switched on, and when the concentration
of particles is equal to or greater than 2.5 microns
the ventilation equipment switches on. If the value
of one or more of the previous parameters is equal
to or greater than the threshold during a configured
time, this routine transmits a WhatsApp alert mes-
sage to the mobile phone through the Twilio service
platform. When the value is again below the thresh-
old, it switches off the equipment and transmits the
corresponding WhatsApp message.

In addition to the open source libraries of functions
used in the slave nodes, the following libraries were
used in the programming of the master node: WiFi.h
to carry out the communication with the WiFi inter-
face and WebServer.h to implement the web server.
Figure 4 illustrates the flow diagram used to develop
the master node programming. The server in the cloud
used in this work is available through the ThinkSpeak
Internet service provider.

The electric interface between the Huzzah32 card
and the A/C, air filtering and ventilation equipment
was put into operation using a module of four channels
of 3 V/125 VAC-250 VAC. This module integrates
four SRD-03VDC-SL-C relays of one pole two throws
and one optocoupler in each relay to isolate the digital
circuit, in this case the Huzzah32 card, from the power
circuit. The module relays are supplied with an input
voltage of 3 V, and the input IN of each of them is
activated from a GPIO terminal of the Huzzah32 card,
configured as output, to switch on the equipment of the
data center. The equipment actuators are connected to
the normally open (NO) output of the corresponding
relay, as shown in Figure 5.

2.4. The user interface

The user interface is a page developed with HTML,
which is shown when the connection to the web server
is established. Figure 6 shows the main page of the
user interface through which the measured values of
temperature, relative humidity and concentration of
PM2.5 transmitted by each slave node, are visualized
online.

Figure 4. Flow diagram of the master node programming
.

Figure 5. Electric interface of the master node .

Figure 6. User interface.
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For each slave node, there is a button in the in-
terface under which an alert signal is indicated when
the value of any of the parameters reach the threshold.
When the button of one slave node is pressed, the
user interface shows the real-time plot of the values
obtained from ThinkSpeak, as shown in Figure 7.

Figure 7. Plots of temperature and humidity in ThinkS-
peak.

In addition, the interface has two buttons: Con-
figuration, which enables to establish the number of
mobile phone and threshold values for T, RH and
PM2.5, and Historic, which can be used to download,
from ThinkSpeak, the historic measured values of the
parameters during a selected period of time, and store
them in a text file. In general, this is the file requested
during the audits to the data centers.

3. Results and discussion

Three groups of tests were conducted. The first group
had the objective of determining the precision of the
temperature measured by the monitoring network. To
carry out these tests, the temperature in the sensor
of a slave node was artificially set to different values,
using a heater. Then, the temperature was measured
around the slave node with an analog thermometer,
similar to the one employed in the audits, and used
as reference, i.e., this value was compared with the
value reported in the user interface. The manufacturer
of the BME680 sensor indicates a nominal precision
of ±1.0 °C in the measured temperature [40]. The
results of these tests showed that the real precision
is smaller than ±1.0 °C which was maintained up to
68 ºC. When the temperature increases above this
value, the difference between the value indicated in
the thermometer and the one reported in the interface
increased proportionally, as shown in Figure 8.

Figure 8. Precision in the measurement of temperature.

During the previous tests, there were no problems
in the communication between the nodes of the net-
work. The distance between the farthest slave node
and the master node is 300 meters. However, a second
group of tests was conducted to determine the reach
of this network.

The signal transmitted by the nodes is subject
to interferences, and is diffracted or absorbed in the
medium; the reach of the network depends on the
value of power established in the LoRa transceiver,
environmental factors and obstacles in the signal route.
The previous tests were carried out under the follow-
ing conditions: with line of sight between the nodes,
the RF transmission power in the RFM95 transceiver
was configured to 20 dBm-100 mW, RF frequency 915
MHz, bandwidth BW 125 KHz and the temperature
and relative humidity of the environment were 21.5 °C
and 45.1 %, respectively.

When carrying out the second set of tests, a slave
node was located at different distances from the master
node with line of sight. The measurements reported in
the user interface were verified at each location. The
results of these tests indicated that the reach of the
network is 11.5 kilometers with line of sight. At larger
distances, the link between the slave node and the mas-
ter node was lost. In this group of tests a program was
developed and executed in the master node, to show
the value of the Received Signal Strength Indication
(RSSI) in the Arduino IDE. Results indicated that the
attenuation of the RSSI value is significantly reduced
after 9.2 kilometers, and continues to reduce constantly
until the communication is lost at 11.5 kilometers, as
indicated in Figure 9. In case of using this network in
a place with different environmental conditions, it is
recommended to conduct these tests to determine the
reach limitations.
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Figure 9. Reach of the network.

The purpose of the third group of tests was to ver-
ify the sending of WhatsApp alert messages. In these
tests, smoke was artificially generated burning a piece
of wood in the five slave nodes, to produce particles
greater than 2.5 microns. The slave nodes reported
the event in the user interface, and the message was
correctly transmitted and received in the mobile phone
with an approximate delay time of 1.75 seconds after
the occurrence of the event. In both this set and in
the first set of tests, one of the slave nodes reached
the temperature threshold, as shown in Figure 10.

Figure 10. Alert message sent to the mobile phone.

4. Conclusions

Based on the results obtained it is concluded that the
installation of the monitoring network is non-intrusive,
since it is not necessary to install additional wiring for
its operation; the reach of 11.5 kilometers is greater
than the reach that can be achieved using traditional
wireless technologies, sensors may be added to the

slave nodes to access the information of other type of
variables making slight changes in the programming.

The application developed here may be easily
replied in other data centers or in other type of facili-
ties, where it is necessary to remotely monitor processes
using an IoT solution whose programming is based on
free and open source software. It is recommended that
a ThinkSpeak license is used if the monitoring time of
the variables or processes is smaller than 30 seconds,
because the amount of messages sent will exceed the
maximum amount established in the software used in
this work which has no cost.

In the short term, it is planned to work in two
aspects of the system: to increase the reach of the
network by integrating slave nodes configured as re-
peaters, and to develop a user interface which executes
in mobile devices.
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