Pedestrian detection at night by using Faster R-CNN y infrared images
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Abstract

This paper presents a system for pedestrian detection at nighttime conditions for vehicular safety applications. For this purpose, it analyzes the performance of the Faster R-CNN algorithm for infrared images. The research reveals that Faster R-CNN has problems to detect small scale pedestrians. For this reason, it introduces a new Faster R-CNN architecture focused on multi-scale detection, through two ROI’s generators for large size and small size pedestrians, RPNCD and RPNLD respectively. This architecture has been compared with the best Faster R-CNN baseline models, VGG-16 and Resnet 101, which present the best results. The experimental results have been development on CVC-09 and LSIFIR databases, which show improvements specially when detecting pedestrians that are far away, over the DET curve presents the miss rate versus FPPI of 16% and over the Precision vs Recall the AP of 89.85% for pedestrian class and the mAP of 90% over LSIFIR and CVC-09 test sets.
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Resumen

En este artículo se presenta un sistema de detección de peatones en la noche, para aplicaciones en seguridad vehicular. Para este desarrollo se ha analizado el desempeño del algoritmo Faster R-CNN con imágenes en el infrarrojo lejano. Por lo que se constató que presenta inconvenientes a la hora de detectar peatones a larga distancia. En consecuencia, se presenta una nueva arquitectura Faster R-CNN dedicada a la detección en múltiples escalas, mediante dos generadores de regiones de interés (ROI) dedicados a peatones a corta y larga distancia, denominados RPNCD y RPNLD respectivamente. Esta arquitectura ha sido comparada con los modelos para Faster R-CNN que han presentado los mejores resultados, como son VGG-16 y Resnet 101. Los resultados experimentales se han desarrollado sobre las bases de datos CVC-09 y LSIFIR, los cuales demostraron mejoras, especialmente en la detección de peatones a larga distancia, presentando una tasa de error versus FPPI de 16% y sobre la curva Precisión vs. Recall un AP de 89.85 % para la clase peatón y un mAP de 90% sobre el conjunto de pruebas de las bases de datos LSIFIR y CVC-09.
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1. Introduction

Pedestrian detection systems (PDS) are one of the most important technological components that have emerged in recent years with the development of mobile robotics applied to the automotive sector and other similar technologies aimed at vehicular safety [1], which need to operate with high quality standards and have a high efficiency and accuracy, because their goal is to protect human life by preventing collisions from happening [2].

Several reports worldwide indicate that traffic accidents generate high material and human costs [3], where pedestrians have a high accident rate, reaching up to 22% [4]. In the case of Ecuador, road accidents represent more than 10% of deaths due to traffic accidents [5]. Therefore, the detection of pedestrians is a subject of active and challenging research due to the complexity of the road scene, which constantly changes due to several factors. For instance, atmospheric conditions contribute to a low visibility and a permanent change of illumination, occlusions generate incomplete information of the human form, distance impairs the quality of the visual information [1, 6, 7]. At night these mishaps are magnified due to dark environments [1, 2, 8, 9].

On the other hand, due to the recent success of Deep Learning techniques [10, 11], the main objective of this work is to implement a method for the detection of pedestrians at night using visual information in the far infrared and the convolutional neural networks, specifically the architectures of the Faster R-CNN type [9, 11–15] to obtain a competitive system that generates cutting-edge results comparable to those in previous works. Therefore, a new Faster R-CNN architecture is presented at multiple scales, which is evaluated under the test sets of the CVC-09 [16] and LSIFIR [17] databases. The results show improvements especially when detecting pedestrians which are at a distance.

The document is organized as follows. The second section presents the methods and materials used, detailing the previous work carried out in the PDS field, especially deep-learning techniques. Additionally, the proposed design of the new Faster R-CNN architecture for the generation of regions of interest, classification and detection of pedestrians during the night is described, followed by the experimental evaluation for different configurations of the proposed model. Subsequently, in the results and discussion section, the values obtained with respect to the detection quality are displayed on the databases destined to the development of PDS at night. Finally, the last section is devoted to conclusions, recommendations and future work that can be done to improve this proposal.

2. Methods and materials

2.1. Previous works

Currently, there are multiple specialized investigations in the detection of pedestrians at night [1, 2, 7–9, 15, 18–30]. To carry out this process, generally, the work is divided into two parts. The first consists in the generation of ROI, and the second in the classification into pedestrians or background. In this way, it is possible to keep the person located while they remain in the scene.

2.1.1. Generation of ROI over images in the far infrared

For the generation of ROI on infrared images there are several methods, the most popular are: sliding windows [18] that exhaustively search over the whole image in several scales, which means the method requires many computational resources and makes it ineffective for real-time applications. To overcome these drawbacks, new proposals have been created, for example, segmentation by movement, proposed by Chen et al. [19] where regions of local interest are identified using PCA and Fuzzy techniques. Kim and Lee [21] have developed a method that combines image segments instead of thresholds and the low frequencies of far infrared images. Ge et al. [22] have proposed an adaptive segmentation method consisting of two thresholds, one specialized for locating bright areas and another for low contrast areas. Chun et al. [31] apply edge detection to obtain a faster ROI generator.

At present, there are more sophisticated methods that use models of convolutional neural networks and their variants for the generation of new proposals [1, 9, 12, 18]. Thus, the detection of heat points in multispectral resolution using IFCNN (Illumination Fully Connected Neural Network) has been proposed by Guan et al. [8] Vijay et al. [20] add a convolutional neuronal network to the work of Chen et al. [19], for classification. Kim et al. [23] have used cameras in the visible spectrum to detect pedestrians at night using CNN. Other alternatives include the Region Proposal Network or RPN, which is initially focused on locating the ROI by means of a combination of exhaustive search and sliding windows, in three orientations and three scales (9 reference boxes) for each sliding window. Each initial proposal is used to train a completely convolutional network to generate the predictions of the bounding box and the probability scores [12].

2.1.2. Classification of pedestrians on images in the far infrared

The methods developed for the classification can be grouped into two categories: the models based on the manual generation of characteristics [24, 25, 32], and
the models of automatic learning of characteristics using deep learning techniques (DL) [8, 11, 33–38].

In the first case, different manual methods of generating characteristics are used together with a classification algorithm, some examples include: HOG + SVM [26, 27], HOG + Adaboost [28], HOG + LUV [39], Haar + Adaboost [29], Haar + HOG and SVM [30]. The second category includes convolutional neural networks (CNN) [2, 8, 11, 34, 38], with their different architectures, such as R-CNN [40], Fast R-CNN [41] and Faster R-CNN [12, 15].

The Fast R-CNN architecture [12, 15] essentially decreases the computational load with respect to CNN, and for this reason the detection time of the R-CNN layer [41] decreases. Consequently, Fast R-CNN together with selective search presents a better detection quality. However, both methods require an external ROI generator and have problems when detecting small objects that, in the context of pedestrians, involve long distances [41, 42].

To remedy these drawbacks, Faster R-CNN [12, 15] has been added, including a ROI generator based on fully connected RPN layers which share the feature maps generated by the convolutional network with Fast R-CNN [15]. Therefore, very deep networks can be implemented because the total image passes only once through the CNN stage [15].

Therefore, Faster R-CNN is being widely used to construct PDS [1, 9, 42]. For example, in [1] Faster R-CNN has been used for pedestrian detection in multiple spectra, initially Faster R-CNN has been trained with only color and infrared images, Faster RCNN-C and Faster RCNN-T respectively, using a new model of neural network for training. Subsequently, features have been combined in different stages, creating Early Fusion, Halfway Fusion, Late Fusion and Score Fusion models. Additionally, Wang et al. [9], with reference to Liang et al. [41], combine RPN + BDT to build a pedestrian detection system in multiple spectra. However, it is considered that Faster RCNN does not work very well for the detection of pedestrians, because the feature maps do not present enough information for long-distance pedestrians. For this reason, Feris et al. [43] have proposed a subnetwork for the generation of ROI in multiple scales together with a subnet for the classification based on Fast R-CNN.

2.2. Pedestrian detection system at night

Figure 1 shows the proposed scheme for the development of the PDS at night, using images taken with infrared illumination and as a Faster R-CNN base architecture together with the VGG16 model [44] where some detailed changes have been developed below.

2.2.1. Generation of ROI over images in the far infrared

Because the original architecture of Faster RCNN [12, 15] presents detection problems in the case of pedestrians that are in the distance, the architecture developed in Feris et al is taken into account. Therefore, it has been decided to place two independent region proposal networks (RPN), which have different characteristics, as detailed in Table 2. In both cases, with an approach directed to pedestrians at short distance (RPNCD) and long distance (RPNLD). As shown in Figure 2, RPNLD is powered by the characteristics that are provided by the conv4_3 layer of VGG16 [44], because the grouping networks can discriminate pedestrians that are in the distance, where the more abundant feature maps are beneficial for detecting pedestrians over long distances [6]. Regarding RPNCD, like the original architecture of Faster R-CNN [12], it is fed by the characteristics delivered by the conv5_3 layer, since it extracts the most representative characteristics present in the image. For this reason, it provides excellent results for pedestrians at short distance.

2.2.2. Classification of ROI over images in the far infrared

For the classification stage, the architecture presented in Figure 3 is proposed. As in [43], the option of increasing the resolution of feature maps by applying deconvolution is considered in order to provide better information to the ROI grouping layer. Therefore, the Fast R-CNN part receives the characteristics extracted by the conv4_3 layer of VGG16 [44] as direct input, its deconvolution and the ROI generated by RPNCD and RPNLD as a whole.
Figure 1. Schematic of the pedestrian detection system at night using Faster R-CNN and images in the far infrared.

Figure 2. Multiscale RPN architecture based on the VGG16 network [2]. This is the subnetwork responsible for the ROI generation stage.

Figure 3. MS-CNN classification architecture [41]. This subnet is intended for the classification stage.
2.2.3. Technical details of the implementation

The learning of the proposed architecture has been developed from the CVC-09 [16] and LSIFIR [17] databases as detailed below:

1. CVC-09 database [16]: It is one of the most used bases for the detection of pedestrians at night. In this case, it was used for the training and testing of the proposal, and later for its validation. Table 1 describes the training and test sets. This database is tagged with pedestrians present in the scene $B_{gt}$.

Table 1. Content of the CVC-09 database at night

<table>
<thead>
<tr>
<th></th>
<th>Positives</th>
<th>Negatives</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td>2200</td>
<td>1002</td>
</tr>
<tr>
<td>Test</td>
<td>2283</td>
<td>–</td>
</tr>
</tbody>
</table>

However, in the case of long distances the database presents inconsistencies that have been corrected. Thus, a set of images has been re-labeled to correct these drawbacks and to debug labeling errors.

1. The LSI Far Infrared Pedestrian Dataset database (LSIFIR) [16]: It is another important database for the development of algorithms for pedestrian detection at night. Table 2 describes the training and test sets, with their respective sizes. In this case, like CVC-09, it was used for the training, validation and testing of the proposal.

Table 2. Content of the LSIFIR database. The value in parentheses represents the number of frames that contain pedestrians

<table>
<thead>
<tr>
<th></th>
<th>Classification</th>
<th>Detection</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td>43391 (10209)</td>
<td>2936 (3225)</td>
</tr>
<tr>
<td>Test</td>
<td>2205 (5945)</td>
<td>5788 (3279)</td>
</tr>
</tbody>
</table>

In order to train the network, the algorithm initially re-scales the shortest part of the input image to 600 pixels. Regarding the training of the network, this is done through the approximate joint training methodology proposed by Ren et al. [12]. In addition, the weights of each layer belonging to the network are initialized by means of the pre-trained model VGG16, and then fine-tuned by means of the Minchart Stochastic Gradient Descent [45] and the recent Adam optimization algorithm [46] with hyperparameters detailed in Table 3.

Table 3. Training parameters for the proposed model for pedestrian detection at night

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Learning rate</td>
<td>0.001</td>
</tr>
<tr>
<td>Momentum</td>
<td>0.9</td>
</tr>
<tr>
<td>RMSProp</td>
<td>0.999</td>
</tr>
<tr>
<td>Weight loss</td>
<td>0.0005</td>
</tr>
<tr>
<td>Epsilon</td>
<td>$10^{-8}$</td>
</tr>
<tr>
<td>Images by batch</td>
<td>2</td>
</tr>
</tbody>
</table>

As for the RPN, they work independently. Therefore, their training is also independent. The proposals generated by each of them are combined and then labeled using the NMS (Non Maximum Supression) algorithm, where, if the IoU (Intersection over Union) index, given by Equation (1), is greater than 0.6, it is a pedestrian, if it is less than 0.3, is labeled as a non-pedestrian, and in case of not fulfilling any of the two conditions, said proposals are excluded from the training.

Immediately after, in the classification stage, NMS is again applied to reduce detection redundancies, applying a threshold of 0.6, where each detection greater than the threshold is labeled as a pedestrian, otherwise a non-pedestrian.

$$\text{IoU} = \frac{\text{Area}(B_{det} \cap B_{gt})}{\text{Area}(B_{det} \cup B_{gt})}$$  \hspace{1cm} (1)

Where $B_{gt}$ is the intersection and $B_{det}$ the union, between the actual bounding box annotated in the database CVC-09 [16] or LSIFIR [17] and the result of the bounding box predicted by our model.

2.2.4. Experimental evaluation

To arrive at the proposed model, multiple experiments have been developed, as can be seen in Tables 4 and 5, where the ROI generation subnet and the effects caused by the configuration of the different scales and aspect ratios of RPNCD and RPNLD are analyzed.

For the experiments, the CVC-09 training sets have been used together with LSIFIR for the learning stage of the network and the test sets for the evaluation. Additionally, the classification subnetwork and the effects caused by deconvolution were analyzed. In Table 5, the results show that applying this strategy allows for an increase in the resolution of the characteristic maps, which causes an increase in the MPA of approximately 6%.
Table 4. Configuration parameters of RPN reference boxes for pedestrians at short and long distance. Results of the ROI generation subnet

<table>
<thead>
<tr>
<th>Parameter</th>
<th>RPNCD</th>
<th>RPNLD</th>
<th>mAP (%)</th>
<th>fps</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scale</td>
<td>64, 128, 256</td>
<td>128, 256, 512</td>
<td>86</td>
<td>10</td>
</tr>
<tr>
<td>Aspect R.</td>
<td>1:8, 1:4, 1:2</td>
<td>1:1, 1:2, 2:1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scale</td>
<td>64, 128, 256</td>
<td>64, 128, 256</td>
<td>85.6</td>
<td>10</td>
</tr>
<tr>
<td>Aspect R.</td>
<td>1:8, 1:4, 1:2</td>
<td>1:1, 1:2, 2:1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scale</td>
<td>32, 64, 128</td>
<td>128, 256, 512</td>
<td>84.5</td>
<td>10</td>
</tr>
<tr>
<td>Aspect R.</td>
<td>1:8, 1:4, 1:2</td>
<td>1:1, 1:2, 2:1</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5. Results obtained by applying deconvolution to the classification subnet

<table>
<thead>
<tr>
<th>Parameter</th>
<th>RPNCD</th>
<th>RPNLD</th>
<th>mAP (%)</th>
<th>fps</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scale</td>
<td>64, 128, 256</td>
<td>128, 256, 512</td>
<td>89.9</td>
<td>5</td>
</tr>
<tr>
<td>Aspect R.</td>
<td>1:8, 1:4, 1:2</td>
<td>1:1, 1:2, 2:1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scale</td>
<td>64, 128, 256</td>
<td>64, 128, 256</td>
<td>87.8</td>
<td>5</td>
</tr>
<tr>
<td>Aspect R.</td>
<td>1:8, 1:4, 1:2</td>
<td>1:1, 1:2, 2:1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scale</td>
<td>32, 64, 128</td>
<td>128, 256, 512</td>
<td>86.8</td>
<td>5</td>
</tr>
<tr>
<td>Aspect R.</td>
<td>1:8, 1:4, 1:2</td>
<td>1:1, 1:2, 2:1</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

3. Results and discussion

Regarding the evaluation of the effectiveness of the proposal, two of the databases representing the reference point were used, aimed at the development of pedestrian detection systems at night using infrared illumination.

3.1. Evaluation protocol

To evaluate the proposed system, the Mean Average Precision (mAP) metrics is proposed, which allows for the measurement of the accuracy of the detector, so that the average accuracy of each detection is calculated for different values of the recall index [12].

Additionally, the standard protocol proposed by Dollár et al. [47], that is, the curves that relate the average error rate (miss rate) versus false positives per image (FPPI) will be used in the range of $10^{-2}$ to $10^0$ FPPI, which is an indicator of specialized accuracy in vehicular topics for pedestrian detection.

3.2. Discussion of results

In Figure 4 are presented the experiments carried out on the test sets of the CVC-09 [16] and LSIFIR [17] databases for different Faster R-CNN network architectures are presented in Table 6. The results have been obtained under the same computational conditions, where it can be observed that this new proposal reaches an MPA of 94.6\% in the validation stage, which shows that the learning is superior to that of other proposals. However, it has the disadvantage of requiring a greater computational effort.

Table 6. Results of the tests and validation of the CVC-09 database. Mean average precision (mAP) and image processing per second (fps)

<table>
<thead>
<tr>
<th>Model</th>
<th>Validation mAP (%)</th>
<th>Test mAP (%)</th>
<th>fps</th>
</tr>
</thead>
<tbody>
<tr>
<td>VGG16</td>
<td>83.4</td>
<td>76.4</td>
<td>14</td>
</tr>
<tr>
<td>Resnet 101</td>
<td>86.1</td>
<td>80.2</td>
<td>8</td>
</tr>
<tr>
<td>Ours</td>
<td>94.6</td>
<td>89.9</td>
<td>5</td>
</tr>
</tbody>
</table>

Figure 5. Curves of the average error rates versus FPPI for the different Faster R-CNN network architectures on the combination of the test sets of the CVC-09 and LSIFIR databases.

Thus, it can be seen in Figure 5 that the results of the original models of Faster R-CNN and other models presented by other investigations have been surpassed, as detailed in Table 7.
Table 7. Comparison of average error rates of pedestrian detection systems at night under the CVC-09 and LSIFIR databases

<table>
<thead>
<tr>
<th>Model</th>
<th>Error rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Latent-SVM HOPE [1]</td>
<td>25.1</td>
</tr>
<tr>
<td>Fuzzy C-means CNN [20]</td>
<td>65.4</td>
</tr>
<tr>
<td>Ours</td>
<td>16.22</td>
</tr>
</tbody>
</table>

### 3.3. Processing time

For the experimental evaluation, a computer composed of a GPU with the operating system Linux 16.04, an Nvidia GeForce GTX 1080 Ti card, with 11 GB GDDR5X 352 memory was used. The training time was approximately 5 hours. The average detection time is 170 milliseconds, on images of 640 x 480 pixels; that is, the system processes 5 images per second.

### 4. Conclusions and recommendations

#### 4.1. Conclusions

This work presented a method of detecting pedestrians at night using modern artificial intelligence techniques. The following contributions were made:

- Development of a new DL architecture based on Faster R-CNN together with the VGG16 model for the detection of pedestrians at night using images in the far infrared. The multi-scale RPN network presented better detection specifically for long-distance pedestrians, as shown in Figure 6. Compared to the original RPN architecture, the of RPNCD and RPNLD architecture produced better results. The new architecture increased the mAP from 76.4 to 86%. Additionally, a significant contribution was presented when applying deconvolution to the classification subnet, with the mAP increasing from 86 to 89.9%. However, the deconvolution added in the classification stage increases the computational load. As a result, the network processing is reduced from 10 frames to 5 frames per second.
- Comparison of the performance of the original Faster R-CNN architecture together with the VGG16 and Resnet 101 models, on the CVC-09 and LSIFIR databases, obtaining better results in mAP 9.7% for Resnet 101 and 13.5% for VGG16. Regarding the average error rate, a difference of 29.96% was obtained for Resnet 101 and 36.09% for VGG16.
- Regarding detection, the proposed model demonstrates superior performance with respect to Olmeda et al. [44] and John et al. [14], where the average error rate is reduced by 8.88% with respect to [44] and 49.18% with respect to [14].
- The processing time is 5 frames per second, which makes this proposal a viable method for real-time applications, aimed at vehicular safety.

#### 4.2. Recommendations and future work

To improve the performance of this system it is necessary to include the following recommendations:

- Optimize the proposed algorithm to work in real time, that is, so it is able to process at least 25 frames per second.
- Include a set of features based on multiple spectra for better performance during the day and night.
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